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Introduction

Qui me consolera ? — « Moi seule, a dit l’étude ;
« J’ai des secrets nombreux pour ranimer tes jours. » —

Marceline Desbordes-Valmore, « Le Secret perdu »,
Poésies inédites, Genève, Fick, 1860.

Who will console me? “I,” said Study. “See
“Mine endless secrets that shall make thee glad.”

Yvor Winters, “The Lost Secret, from the nineteenth century French”,
The Collected Poems of Yvor Winters, Manchester, Carcanet, 1978.

From bioinformatics to digital humanities

This document presents my research work conducted during my postdoc at Aix-Marseille
Université in 2010/2011 and since September 2011 at Université Paris-Est Marne-la-Vallée,
which became Université Gustave Ei�el in 2020, in the Laboratoire d’Informatique Gaspard-
Monge.

Whereas the research done during my doctorate at Université Montpellier 2 was mostly
focused on the design of combinatorial methods for bioinformatics, and more speci�cally
phylogeny, I started a few collaborations on computer-assisted textual analysis. This part of
my work has been gradually increasing, and for a few years I have tried to be active in both
�elds, with a priority for the bioinformatic study of phylogenetic networks, approached
from the point of view of a computer scientist.

The délégation CNRS that I was granted in 2020 to have a full semester of research at
Lattice (a laboratory in the south of Paris, specialized on linguistics and natural language
processing), allowed me to transition more clearly towards digital humanities, and more
precisely towards the development of several tools and methods to analyze collections of
texts. In this evolution of my research �eld, I was lucky to have the support of my research
unit, LIGM. Marie-Pierre Béal, Cyril Nicaud and Stéphane Vialette have always been sup-
portive, even if this new �eld was not exactly present in the laboratory. Interactions with
colleagues in the bioinformatics and computational linguistics teams of LIGM who have
been involved in research projects or in collaborations on articles with me on these topics,
were also very valuable.

This transition was also encouraged by positive experiences in the �rst two hackathons
of the Bibliothèque nationale de France, the French national library, in 2016 and 2017. I
was a member of the winning team for both events, which consisted in developing digital

1
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tools using resources from the national library. In 2016, I was a member of the Gallicarte
team which created an interface to display on a map the results of a query to the digital
library Gallica1. In 2017, MusiViz consisted in providing enriched visualizations of audio
documents in Gallica, both with a spectrogram of the audio signal and with other text or
multimedia documents from Gallica.

The �eld of my research topics also expanded thanks to natural links between the two
�elds of bioinformatics and digital humanities, where sequences of text, as well as trees and
graphs, play a major role (Gus97; Val02; Mor05). Both require interdisciplinary work, with
an e�ort to understand the needs and constraints of people who do not have a computer
science background. In both cases, I also try to identify problems which are relevant for
a theoretical analysis in computer science, combinatorially or algorithmically, even if this
results in oversimplifying the problem faced in biology or in literature.

I like this approach for two reasons. First, I think simple models of complex phe-
nomenons can provide an easy way to explain the chosen approach to people who are not
specialists in algorithmics, and be used as a starting point (possibly with an implemented
prototype) to discuss results with experts from the other �eld. This approach allows to un-
derstand together, with these experts, precisely what needs to be improved in future, more
complex versions of the developed application. It also avoids working on complex solu-
tions which do not actually solve the problem, because of misunderstandings or unrealistic
hopes about the outcome of the collaboration.

Furthermore, focusing on simple models also allows to use classical results from several
�elds of computer science, such as graph theory or stringology, or to get inspired by simple
principles in other applied �elds, such as reusing a bioinformatic approach studying the
evolution of species to study the history of manuscripts. I think it is useful to wonder if
the core of the approach in one �eld really applies for another application, and whether it
just needs to be adapted for the new context, or whether a totally new approach has to be
adopted.

So far, I feel that this approach of interdisciplinary work associated with a continued
emphasis on theoretical computer science and algorithmics has been quite productive, and
this is the way I want to continue developing my research. I have the impression that while
several colleagues have a similar approach in bioinformatics, I have had fewer opportunities
to observe it in digital humanities, where some of the works presented in this document
have convinced me that it can also be fruitful.

On proximity, similarity and heredity

The research project I designed for future research during my postdoc focused on the explo-
ration of neighborhoods in graphs, with applications in bioinformatics and natural langage

1The prototype which was developed during the week-end of the event is available at https://igm.univ-mlv.
fr/~gambette/gallicarte/. The project was then extended by the Bibliothèque nationale de France, with a
collaborative web interface to add geographical coordinates to documents in Gallica, see https://gallica.bnf.
fr/blog/21032018/gallicarte-arrive-dans-gallica.
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Introduction

processing. Looking back at the past 13 years, I see that what actually interested me in
the notion of neighborhood was how it was often combining the ideas of proximity and
similarity, for the elements of the neighborhood.

But while focusing on neighborhoods, I overlooked the relationship between similarity
and heredity which was my �rst motivation to do research in phylogenetics. This �eld of
research aims at reconstructing the evolution of species. The �rst phyogenetic tree recon-
struction algorithm I had seen, UPGMA, consists in deducing heredity information from
similarity information between the species.

And at the time, I also did not expect that my research would also lead me to develop
links between similarity and heredity in completely di�erent contexts, such as genetic edit-
ing of texts or modernisation of old texts in French. I did not expect either that I would ex-
plore some links between proximity and heredity through works on cultural or industrial
heritage.

The idea of �nding similarities has always been very attractive to me in mathematics
and computer science. Finding a nice bijection between mathematical objects, building a
reduction from one problem to another in order to solve the �rst one, or to prove NP-
completeness of the second one, are tasks I enjoy in my own research and results I like to
discover in the works of others. But from a more general perspective, I also like to unveil
analogies. This can be quite productive in adapting results from one �eld to another, and
this manuscript will illustrate several contexts where such analogies helped me to adapt
methods from bioinformatics to digital humanities in the last decade.

Similarly, I have realized how proximity plays an important role in my research practice.
Spending a signi�cant amount of time with colleagues – either in the context of a one-week
visit in an international research collaboration, or in the context of several regular meetings
with interns, doctoral candidates or colleagues from another �eld – is a good way not only
to get research results but also to see other people’s practices, which is especially important
for interdiscplinary research. For several research results I obtained, I can acknowledge
speci�c collaborative sessions which were instrumental for the outcome of my research.
I therefore chose to include in this manuscript not only the research outcome but also to
give some information on the context where it was obtained. I will argue that this context
is important for the kind of research I am now planning to make and to supervise in digital
humanities, where I try not only to develop new algorithms, sometimes based on a nice
mathematical model, but also to provide colleagues of other �elds with useful tools. I think
that both perspectives are nourished by a wide knowledge of the data or problems we work
on, which requires a close proximity with experts in the humanities.

Finally, academic heredity also plays an important role in the way I have developed my
research in the last decade. I feel indebted to the supervisors or mentors I was lucky to
work with as an early-stage researcher, Olivier Gascuel and Denis Bertrand, Daniel Huson,
Michel Habib, Vincent Berry and Christophe Paul, Katharina Huber, Alain Guénoche and
Jean Véronis. I still share some of the lessons I learned from them with interns or doctoral
candidates I supervise.

My supervision experience also bene�ted from the inheritance shared by experienced
members of two associations, CJC (Confederation of early-stage researchers) and ANDès

3
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(Association nationale des docteurs), where Sylvain Collonge, Alban Cornillet, Florent Oli-
vier, Cécile Frolet, Simon Thierry, Marie-Ange Ventura, Jean-Tristan Brandenburg, Philippe
Gauron, Juliette Guérin and Clément Courvoisier among others, helped to get me a broader
perspective on research and higher education. The last decade has also given me the opor-
tunity to get a particular attention to gender approaches in research and ways of promoting
gender equality in research and higher education. I feel especially grateful to Anna-Livia
Morand, Carole Chapin, Jeanne Chiron, Caroline Trotot, Claire Hancock, Nicole Dufour-
naud and Christine Planté for the knowledge I inherited from them on these topics.

About the content of this document

This document is not a book about a scienti�c concept or issue, neither a “thèse d’État2”.
I consider this “synthèse de mon activité scienti�que3” a unique opportunity to describe
my scienti�c journey from bioinformatics to digital humanities, and the beginning of my
experience as a research supervisor. Therefore, this will not only be a retrospective presen-
tation of the work done since the end of my doctorate and highlighting the concepts which
played a major role in them, similarity, proximity and heredity, but also an overview of the
many di�erent ways I am conducting research.

Therefore, after structuring the contents into topics with some kind of manual agglom-
erative clustering procedure, I tried to illustrate the dynamics of this research. To this aim,
I describe the obtained scienti�c results and my contribution, but also what I consider to
be key elements to have a better understanding of the context, either about previous re-
search by myself or others on the topic, about decisive contribution by coauthors or about
follow-ups, possibly obtained by other teams. I hope that this will result in a more accurate
description of my research work, impacted by science policies at di�erent levels as well as
the oportunities and constraints of scienti�c collaborations.

However, it should also be clear that this document does not fully include the research
work I have done after my doctorate, either because it was not �nalized or because it did
not �t with the notions of similarity, proximity and heredity I want to focus on here.

2The “doctorat d’État” was replaced in 1984 by the “habilitation à diriger des recherches” in France.
3This de�nition provided by French regulation, more precisely by the Arrêté du 23 novembre 1988 relatif à

l’habilitation à diriger des recherches, could be translated as “a summary of my scienti�c activity”.
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Phylogenetic networks are networks representing the evolution of species in cases where
we do not want to only represent vertical transfers of genetic material, from an ancestral
species to the species which evolved from it, but also horizontal transfers of genetic material
between species.

We then use the mathematical model of a graph connecting some nodes representing
current species with other connected nodes, either representing ancestral species, in the
case of explicit phylogenetic networks, or helping to give an abstract overview of the com-
plexity of horizontal transfers, in the case of abstract phylogenetic networks. The connec-
tions, called edges if they are not directed, and called arcs if we want to direct them, usually
from the parent species to the child species, represent biological heredity.

Several approaches have therefore been developed in the last 40 years to reconstruct
phylogenetic networks from several kinds of data. Following my doctoral thesis on com-
binatorial methods for phylogenetic network reconstruction (Gam10), I have investigated
several mathematical and structural aspects of phylogenetic networks in order to provide a
better understanding of these objects and to obtain e�cient algorithms for their reconstruc-
tion. I have also made available several tools for the phylogenetic network community. I
have focused mainly on explicit phylogenetic networks where internal nodes represent ex-
tinct species, but some of my works also focused on their links with abstract networks,
which I started to develop while writing my doctoral thesis in 2010 (which were pub-
lished in 2012 in an article with my doctoral supervisors, Vincent Berry and Christophe
Paul (GBP12)).

More formally, explicit phylogenetic networks are usually de�ned as directed acyclic
graphs, that is networks where it is not possible to �nd a sequence of nodes, starting and
ending by the same node, such that consecutive nodes are connected by an arc. An arc con-
nects a parent to a child, with the convention that all individuals in the species represented
by the child were descendants of individuals represented by the parent. We often consider
binary phylogenetic networks, containing only, as illustrated in �gure 1.1:

• tree nodes of outdegree 2, that is having two children, and indegree either 1, that is
having one parent, or 0, that is having no parent, and therefore being called the root
of the phylogenetic network ; such tree nodes represent a speciation event, when a
species is split in two;

• hybrid nodes with indegree two and outdegree one; such hybrid nodes represent a
reticulation event which could be for example a horizontal gene transfer, a hybridiza-
tion or an endosymbiosis;

• leaves of indegree 1 and outdegree 0, which are labeled by distinct labels, which rep-
resent current species.

These mathematical objects generalize phylogenetic trees, which are a special case of phylo-
genetic networks with no hybrid nodes. We can de�ne more general explicit phylogenetic
networks which may not be binary, in this case tree nodes may have outdegree larger than
2 and hybrid nodes, indegree or outerdegree larger than 2 and 1 respectively.

6



Inferring Biological Heredity from Similarity

Figure 1.1: A phylogenetic network representing several groups of species, derived from
�gure 1 of (LLS+15).

1.1 Providing tools for phylogenetic network reconstruc-

tion approaches

1.1.1 Keeping up-to-date with research on phylogenetic networks

Until 2020, I continued to develop the website Who is who in Phylogenetic Networks, a biblio-
graphic database about methodological papers dealing with phylogenetic networks, which I
built at the beginning of my doctorate. The website, available at https://phylnet.univ-mlv.fr,
was a useful tool not only for me, to have a good overview of the research work on phyloge-
netic networks, but also for the phylogenetic network community. I supervised an intern
from IIT Ropar in India, Tushar Agarwal, in Summer 2016, to bring some improvements
to the website. In particular, four distinct use cases of the website were highlighted on
the front page: �nd experts, explore research, discover software and follow the commu-
nity. Tushar also coded various kinds of diagrams, to show for example the evolution of
the number of di�erent types of publications (see �gure 1.2), or of the number of publica-
tions for each keyword on the website, as well as co-author graphs with the possibility of
highlighting the people working on some topics. In October 2016, this resulted in a report
written also with the collaboration of David Morrison, who had already published a survey
on practical uses of phylogenetic network tools and methods (AGM16).

In this report, we also analyzed some of the data gathered on the website. For example,
using the factor analysis tool of Lexico 3 (LMF+02), which allows to visualize a projection of
textual documents in a 2-dimension space based on their lexical similarities, we studied the
abstracts of publications gathered in the website. We observed that the main axis of the vi-
sualisation puts publications with the most theoretical content on one side, in mathematical
or computer science, and publications with the most practical content, with links to biology,

7
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Figure 1.2: Diagram of the 752 publications gathered in the website Who is who in phyloge-
netic networks by type and publication year.

on the other side. This allows to classify publications on the spectrum of bioinformatics,
from biology to theoretical computer science.

Other improvements were added to the front page of the website during the workshop
on Distinguishability in Genealogical Phylogenetic Networks at Lorentz Center in Leiden (The
Netherlands), in August 2016. The participants helped to organize the keywords into dif-
ferent sections to have di�erent ways of exploring publications on the website: by network
type, by goal type, by method type and by data type.

The website was regularly updated until 2020, when an unexpected change of version
of PHP on the lab’s server made the website unavailable. I made some necessary changes to
upgrade it, including the BibAdmin free software it was based on (Che05), in August 2022.
But so far I have not upgraded the code of the back-o�ce part, and new research interests
conducted me to stop updating the contents of the database.

1.1.2 Phylogenetic network classes

An Information system on inclusions of phylogenetic network classes

The keywords used in the website described in the previous section, illustrated in �gure 1.3,
can mainly be distributed among �ve categories: input data, software, studied problems,
algorithmic properties and classes of phylogenetic networks. The latter corresponds to
several mathematical restrictions which were introduced on the topology of phylogenetic
networks in order to better describe some biological properties, to take into account limita-
tions in reconstructability of the phylogenetic networks or to obtain faster algorithms. For
example, unicyclic phylogenetic networks describe networks whose underlying undirected
network contains exactly one cycle, which corresponds to modeling a genealogical history

8
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of species having experienced only one biological event of reticulation.

Figure 1.3: Word cloud of the keywords used to tag publications gathered in the website
Who is who in phylogenetic networks, in 2015, colored by type of keyword.

Unfortunately, this system of tags labeling bibliographic references only provides lim-
ited information about the corresponding classes of phylogenetic networks. On the con-
trary, the website ISGCI, the Information System of Graph Classes and their Inclusions (dR+),
has been developed since 19991, after an idea by Andreas Brandstädt and Van Bang Le, as an
encyclopedia on classes of graphs, to go beyond the book they had published with Jeremy
Spinrad about graph classes (BLS99). Not only does it provide a mathematical de�nition of
the restriction shared by graphs in the graph class, it also provides algorithmic results on
the time complexity to solve several classical graph problems for this class. It also records
inclusion relationships between classes of graphs, allowing to deduce algorithmic results
from classes included in, or including, a given class.

Inspired by this online tool, I coded an equivalent for phylogenetic networks in PHP,
ISIPhyNC, for Information System on Inclusions of Phylogenetic Network Classes2. Similarly,
some problems are listed on this website, where NP-completeness can be deduced from NP-
completeness on subclasses, and polynomial-time solvability can be deduced from the su-
perclasses. Upper bound properties, such as on the number of nodes depending on the num-
ber of leaves, can also be deduced from superclasses. Furthermore, to prove non-inclusion

1https://www.graphclasses.org/
2http://phylnet.univ-mlv.fr/isiphync/
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between classes of phylogenetic networks, examples of phylogenetic network contained in
one class but not in another class are also provided.

Figure 1.4: Inclusion relationships between classes of binary phylogenetic networks, from
the ISIPhyNC website.

I coded the website during the Maxime Morgado’s internship in June and July 2015, for
his �rst year of master studies at ENS Cachan, when he started an exhaustive study on
inclusions of classes of phylogenetic networks. To easily keep track of all inclusions and
all open problems, I created a shared spreadsheet document3, shown in �gure 1.5, where all
known inclusions between classes are represented, and if for two classes A and B, A− B
is known to be non-empty, an example of phylogenetic network in A−B is provided.

This work was continued by Narges Tavassoli during a project for her bioinformatics
course with me, for her second year of master studies at Université Paris-Est Marne-la-
Vallée, from November 2016 to January 2017. The website currently contains 73 classes
of phylogenetic networks including 35 classes of binary phylogenetic networks (de�ned
in a total of 20 bibliographic references). 51 inclusion relationships were proved directly
between those classes of binary phylogenetic networks (including some found in a total
of 9 bibliographic references), as illustrated in �gure 1.4. 24 phylogenetic networks can be
viewed on the website, with a total of 68 proved membership to some class, and 56 non-
membership to some class. For the three problems considered (Tree Containment, Cluster
Containment and Phylogenetic Network Isomorphism) and for the three properties consid-

3https://docs.google.com/spreadsheets/d/1wtktAKdZ74u2MeDmeVLGHQnT3O0sfdy2NHVH4PAlchA/
edit?usp=sharing
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Figure 1.5: Overview of the spreadsheet document gathering all information about inclu-
sion of classes of phylogenetic networks.

ered (upper bound on the number of nodes, unbounded number of nodes, completeness for
reconstruction from trees), a direct proof is provided for 37 theorems (including some found
in a total of 17 bibliographic references): 26 positive results can be extended to subclasses
and 11 negative results can be extended to superclasses.

In 2022, Sungsik Kong and coauthors published a survey of classes of phylogenetic net-
work, which focuses on 20 classes of phylogenetic networks, analyzing the biological or
mathematical motivations to introduce them, as well as the big challenges on phylogenetic
networks for which results were proven for some of these classes (KPKW22). In section
3 dedicated to inclusions between classes, they cite the ISIPhyNC website and mention it
gives an “excellent overview” of inclusions between phylogenetic network classes. Their
study contains 4 classes of phylogenetic networks which are not present in ISIPhyNC (or-
chard, valid, LGT and species-graph), and 7 inclusion relationships about these classes.

A collection of published phylogenetic networks

In order to be able to use an approach based on classes of phylogenetic networks in practice,
I started to write a script in Python to test whether a phylogenetic network belongs to some

11
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of the most well-known classes of network. But best practices of software development
including unit tests, code reviews and integration into a broadly used library to handle
phylogenetic networks would be necessary to make such a tool really useful.

After discussions during the �rst Merlion project with Louxin Zhang, the idea of gather-
ing a dataset of several networks published in research articles, to have a test set of realistic
phylogenetic networks for various algorithmic applications, emerged. I therefore coded
a webpage containing several thumbnails of pictures of phylogenetic networks extracted
from scienti�c publications, shown in �gure 1.6, linked with the bibliographic reference
and with an encoding of the network, written manually, as a list of arcs. The list of arcs is
generally established by manually performing a depth-�rst search of the network, adding
labels along the way to the unlabeled vertices. The use of a Javascript implementation of
GraphViz, a graph visualization software, allows to visualize the network online in a stan-
dardized manner, and a PhP script converts it into the eNewick format (CRV08), for use in
other sofware4.

Figure 1.6: Overview of the collection of phylogenetic networks extracted from scienti�c
publications. The bibliographic references of the sources of those networks are provided at
https://phylnet.univ-mlv.fr/recophync/networkDraw.php.

This website provides a good activity for one-week interns in my lab, as adding net-
works and their encoding is a way of discovering not only the context of such networks
in bioinformatics, but also the depth-�rst search algorithm, with a direct application and
the ability to check with the resulting visualization if the resulting code is correct. It can

4The PHP code of this website is available at https://github.com/PhilippeGambette/networkDraw.

12

https://phylnet.univ-mlv.fr/recophync/networkDraw.php
https://github.com/PhilippeGambette/networkDraw


Inferring Biological Heredity from Similarity

also be a way to write some HTML code to add the network to the webpage of the col-
lection, and an opportunity to learn about best practice with research data, as this is the
�rst dataset I have submitted to Recherche Data Gouv, the French national repository for
research data (Gam23).

Therefore, adding encodings of networks for which I provided the picture was one of
the tasks performed by high school students A. Sirunyan and S. Nguyen during their 3-
day Science Académie internship at LIGM in 2016, as well as high school student Gabriel
Schneider in December 2023.

1.1.3 Checking if a tree is contained in a network

On the way to Tree Containment

Several problems I studied during my PhD focused on the reconstruction of phylogenetic
networks from a set of phylogenetic tree or some components of those trees (clusters, that
is sets of leaves below some node of the tree, or triplets, that is topological restrictions of
the tree to 3 leaves). The most basic problem for this approach is the Hybridization Prob-
lem which consists, given two rooted phylogenetic trees T1 and T2, in building a rooted
phylogenetic network containing T1 and T2 and having the minimum number of hybrid
nodes. More formally, we say the a rooted phylogenetic network N contains a rooted phy-
logenetic tree T having the same set of leaf labels as N if T can be obtained from N after
a sequence of node deletions, arc deletions and arc contractions. The Tree Containment
problem consists in deciding, when given a phylogenetic tree T and a phylogenetic network
N having the same set of leaves, whether T is contained in N , as shown in �gure 1.7.

Figure 1.7: A rooted phylogenetic tree T contained in a phylogenetic network N (arcs are
directed downwards), as T can be obtained from N by removing the two arcs in red and
contracting the arcs just above leaves b and d and the two black arcs just above leaf c.

This model of tree containment is supposed to express the fact that even though hy-
bridization, gene transfer or other biological events may explain that the genetic material
of some species may come from two distinct species, it is likely that at gene level, each gene
only comes from one parent species. Therefore, gene history is still tree-like, the gene trees
being contained in the species network5.

5The situation is actually more complex than expressed in this model: �rst, some genes, called mosaic
genes, may contain components which come from two di�erent parent species. Furthermore, due to gene du-
plication (and possiby deletion later), it is possible that two distinct co-existing copies of a gene are transfered
together from a parent species: in this case, one arc of the phylogenetic network actually corresponds to two
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As I had tried, during my PhD, to extend several results from the rooted to the unrooted
context (GBP12), it made sense to try to extend the Hybridization Network problem to
the unrooted context. It seems mathematically natural to de�ne the problem in the un-
rooted context by simply replacing rooted trees and networks by unrooted ones, and by
replacing the number of hybrid nodes of the rooted network by the cyclomatic number of
the unrooted network, that is the minimum number of edges to delete to remove all circuits
in the network. By proceeding in this way, we obtain the following Unrooted Hybridiza-
tion Network problem: Given a set of input unrooted phylogenetic trees Ti and a positive
integer k, does there exist an unrooted phylogenetic network N with cyclomatic number
k which contains each of the input trees Ti ?

However, this question is not biologically relevant, as it is possible to build unrooted
phylogenetic networks providing a positive answer to the Unrooted Hybridization Net-
work, such that none of their rootings contain any rooting of the input trees. Therefore,
they have little biological interest as they do not represent a possible evolutionary scenario.

A more biologically meaningful way of generalizing theHybridizationNetwork prob-
lem to the unrooted context is to de�ne the Rootable unrooted hybridization network
problem, in the following way. Given a set of input unrooted phylogenetic trees Ti and a
positive integer k, does there exist an unrooted phylogenetic network N with cyclomatic
number k for which there exists a rooting N ′ and a rooting T ′i for each input tree Ti such
that N ′ contains each T ′i?

I proposed to study these problems for a “Merlion project” entitled Two algorithmic is-
sues of phylogenetic networks, submitted in 2013 by Stéphane Vialette and Louxin Zhang,
which was selected for funding by the French embassy in Singapore and the National Uni-
versity of Singapore, in 2014-2015.

Quickly after starting to work on these problems, also with Anthony Labarre and An-
dreas Gunawan, we realized that addressing the issues related with rooting in the variants
of the Hybridization Network problem would require to get a deep understanding of the
Tree Containment problem, which was proven to be NP-complete in (KNTX08), and for
which a polynomial time algorithm was given in several restricted cases in (vISS10).

We note that the same issue about the generalization of the Hybridization network
problem was identi�ed by other authors, who published several results about it in 2018,
namely on problems called Unrooted hybridization number and Root-uncertain hy-
bridization number, which they proved to be NP-hard (VIKS+18).

Tree Containment and reticulation visibility

We focused on special cases of Tree Containment for three classes of phylogenetic net-
works linked with the visibility property de�ned in (HRS11). A node n is said to be stable in
a rooted phylogenetic network N if there exists a leaf `(r) such that n belongs to all paths

arcs of the phylogenetic tree, so the tree is not contained in the network. In this case, when several arcs of
the tree are allowed to be matched to the same arc of the network, we say that the network weakly displays
the tree (HMSW16).
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from the root to `(r) in N . A phylogenetic network is de�ned to be tree-child if all nodes
are stable (CRV09), reticulation-visible if all hybrid nodes are stable (HRS11), nearly-stable
if each node is either stable or its parents are (GGL+15a) and genetically stable if all hybrid
nodes are stable and at least one of their parents is reticulation-visible (GGL+15b).

The class of reticulation-visible networks was introduced in 2011 in (HRS11), where
it is proved that solving the Cluster Containment problem, a problem similar to Tree
Containment, can be done in polynomial time, for such networks. This class is a superclass
of tree-child networks, for which the Tree Containment problem was proved polynomial-
time solvable, it was therefore interesting to study if the problem would remain polynomial-
time solvable for reticulation-visible networks.

Our �rst e�orts focused on trying to bound the size of such networks, as explained in
section 1.3. However, we were then not able to get a polynomial time algorithm directly on
the class of reticulation-visible networks, only on nearly-stable binary phylogenetic net-
works, where similar bounds on the size of the networks were also obtained. For this class
of networks, we show in (GGL+15a) that focusing on the longest path from the root to a
leaf ` allows to consider only a limited number of cases to decide, so far, if the input tree T
still may be contained in the input network N , and if it is the case, reduce both T and N to
continue the checking procedure on smaller instances. This results in a quadratic time al-
gorithm to solve Tree Containment on nearly-stable binary phylogenetic networks. This
result was improved by the authors of (FKP15) who provided an algorithm running in time
O(n log n) thanks to a clever way of �nding the longest path from the root to a leaf at each
step.

We also provided a quadratic time algorithm to solve Tree Containment in binary
genetically-stable phylogenetic networks (GGL+15b) and obtained a linear time complexity
algorithm for binary nearly-stable phylogenetic networks (GGL+18).

The problem for reticulation-visible networks was solved in (GDZ17), using a new phy-
logenetic network decomposition technique and the algorithm was later improved to obtain
a linear time complexity, independently in (Gun18) and in (Wel18).

Solving Tree Containment in practice: the database and the SAT approaches

We developed another approach to solve the problem in practice, after discussions started
with Pierre Bourhis, a CNRS researcher in Lille. We initially wondered about connections
between the trees which appeared in our domains, database theory for him, and more
speci�cally XML-databases, where trees can represent the hierarchical structure of XML
documents, and phylogenetic trees in my case. These discussions resulted in �nding a
paper about directed subgraph homeomorphism written in 1980 by Steven Fortune, John
Hopcroft and James Wyllie, which provided a polynomial time algorithm to solve a problem
closely related to Tree Containment (FHW80). We actually found out later that Juan Car-
les Pons also made this connection with directed subgraph homeomorphism in his doctoral
thesis (PM16). Pierre Bourhis supervised a student at Université de Lille, Marion Tommasi,
during a research project as well as a research internship in which I was also involved, to
investigate these links further.
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The Subgraph Homeomorphism problem consists in deciding, given two digraphs (di-
rected graphs) P and G, and a one-to-one mapping m of the nodes of P into the nodes of
G, if P is homeomorphic to a subgraph of G, that is deciding if there exists a mapping m′
from the arcs of P to pairwise internal-node-disjoint paths in G such that each arc (t, h) is
mapped to a directed path from m(t) to m(h), and such that all those paths are internal-
vertex-disjoint (i. e. their only common vertices are their extremities).

Considering that the size of the phylogenetic tree in Tree Containment is constant,
and that the size of the pattern P in Subgraph Homeomorphism is constant, Tree Con-
tainment reduces to Subgraph Homeomorphism in polynomial time.

Indeed, given an instance of Tree Containment, that is a binary phylogenetic tree T
with a constant number k of leaves and a binary phylogenetic network N with k leaves
(with the same labels as T ’s) and with n vertices, T is contained in N if and only if there
exists a mapping m from the root of T to the root of N , from the leaves of T to the leaves
of N with the same labels, and from the other vertices of T to vertices of N such that the
Subgraph Homeomorphism problem has a positive answer for T , N and this mapping m.
Therefore, this instance of Tree Containment has a positive answer if and only if one
of the O(mk) mappings of vertices of T into vertices of N , combined with the relevant
mappings of the roots and of the labeled leaves, has a positive answer for the Subgraph
Homeomorphism problem. If k is a constant, this can be tested in polynomial time using
the pebble algorithm described in section 4 of (FHW80).

This idea was developed by Marion Tommasi, into a Datalog program and later in an
optimized Python script she implemented6. Unfortunately, the �rst approach where all pos-
sible matchings had to be tested with the pebble algorithm7 was too slow. Therefore, new
strategies were designed, inspired by classical optimizations of Datalog programs, to take
advantage, in the pebble algorithm, of the matchings which are actually already known
from the start: between the leaves having the same label in the tree and in the network
(bottom-up approach), and between the root of the tree and the root of the network (top-
down approach). With such strategies, matchings between the nodes of the tree and the
nodes of the networks are gradually being built, and as we stop building them as soon as
the pebble algorithm detects an invalid pebble con�guration, we avoid considering some
of them which will never extend into a valid matching between nodes of the tree and the
network. Other optimizations introduced to fasten this approach include grouped pebble
moves (when a pebble has to continue moving and has to move along one arc of the net-
work) and parallelization.

Another approach consists in using a SAT solver, as we proved that the Tree Contain-
ment problem can be reduced to 5-SAT in polynomial time. I implemented an algorithm8

which, given a phylogenetic tree T and a phylogenetic networkN with n vertices as input,
builds an instance C(N, T ) of the 5-SAT problem, in time O(n3).

6Available at https://gitlab.inria.fr/Spirals/logical-approach-for-tree-containment
7In this algorithm, pebbles, which are moved along the arcs of the network, represent matchings between

an arc of the tree and an extremity of a path in the network which may be a candidate, so far, to be matched
with this arc.

8The Python code, which also makes an external call to the call to the Sat4j solver (LBP10), is available at
https://gitlab.inria.fr/Spirals/logical-approach-for-tree-containment
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The general idea is to build this formula using variables xaT ,aN , where (aT , aN) is a
pair of arcs of the tree and the network respectively, such that xaT ,aN has value true if
m(aN) = aT , false otherwise. The fact that aN is mapped to aT has consequences on the
possible mappings of arcs just below aN , which leads to building clauses on the variables
depending on local con�gurations of arcs below aN and aT . Finally, it can be proven that
the disjunction of all clauses built in this way is true if and only if T is contained in N .

Some preliminary tests run by Marion Tommasi showed the complementarity of the
“database approach” and the “SAT approach”, for 100 instances of the Tree Containment
problem, 10 positive ones and 90 negative ones, built in the following way:

• 10 random networks with 100 leaves and 100 hybrid nodes were generated with the
random phylogenetic network generator of (Zha16);

• 10 trees on 100 leaves, each extracted from one of the networks in the following way
were obtained by randomly deleting, for each hybrid node, an arc coming from one
of its two parents.

On all the negative instances, the “database approach” was always faster, taking less
than 0.01 second to ouput an answer. However, on positive instances, the “SAT approach”,
which required approximately 55 seconds for formula generation (�les of approximately
150 Mb were generated for each instance), and 7 seconds for the Sat4j solver to provide an
answer, was sometimes faster than the “database approach”.

This encouraged us to push further this practical analysis of the Tree Containment
problem, which is ongoing work with Sarah Berkemer. I presented part of this work in
my invited talk at the workshop at the Institute for Mathematical Science of the National
University of Singapore in September 2023 (BBG+23a).

Tree Containment and branch lengths

In 2016, I was invited by Celine Scornavacca, a CNRS researcher in Montpellier who de-
fended her doctoral thesis in Montpellier, also under Vincent Berry’s supervision, to be
involved in her PICS project, funded by the CNRS, to work with Fabio Pardi, also based
in Montpellier, and with colleagues in the Netherlands, Leo van Iersel, Steven Kelk, about
practical approaches to reconstruct phylogenetic networks.

In the search of algorithms capable of handling more realistic models and more complex
input data, we wondered if the Tree Containment problem would be easier to solve if the
branch lengths of the input trees were provided, hoping that this extra information might
help to know where to match the nodes of the tree inside the network.

In (GvIJ+17), we proved that the problem we called Tree Containment with Branch
Lengths is strongly NP-complete for binary phylogenetic trees and networks, even if the
networks are tree-sibling9 and time-consistent10, reducing from the 3-Partition problem.

9A rooted phylogenetic network is tree-sibling if every hybrid node has at least one sibling which is not a
hybrid node (Nak04).

10A phylogenetic network N is time-consistent if each node v of N can be labeled with an integer t(v) such
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A reduction of the Subset Sum problem, where we want to decide whether it is possible
to obtain a given input value by summing together some of the integers given as input,
shows that the problem is weakly NP-complete for level-k binary phylogenetic networks11,
for k > 2. Given an instance of the Subset Sum problem, with input integers n1 to nk,
we show how to create an instance of the problem Tree Containment with Branch
Lengths where the network is built by chaining together directed acyclic graph gadgets
with arc lengths such that the path of the tree possibly contained in the network has to
go through each gadget and choose either a path having length 2, or a path having length
ni + 2. Therefore, reaching the desired number s as a sum for the Subset Sum problem is
possible if and only if it is possible to reach a total length of s+2k for the part, intersecting
these gadgets, of the path corresponding to an arc of the tree T contained in the network
N .

Note that a key component in this reduction is that the path going through all those
chained gadgets in the network is forced to correspond to only one single arc of the tree
contained in the network, which is possible because each gadget is a bridgeless component
with only one outgoing arc in the phylogenetic network. We call those redundant bridgeless
components.

Then, we show that the problem Tree Containment with Branch Lengths is �xed-
parameter solvable in k, for level-k networks with no redundant bridgeless components.
For this, we use a bottom-up algorithm using brute-force to check consistency with the
lengths of all possible paths inside the bridgeless components, simply extending the al-
gorithm designed for level-k networks with unknown branch lengths. This strategy can
also be generalized to provide an algorithm to solve the problem in pseudopolynomial time
when the network contains redundant bridgeless components.

Playing Tree Containment with junior high school students

In 2017, I designed a device to communicate about this research work during the “Fête de
la Science”12 It consists in a board of wood, where a printed phylogenetic networks was
glued. A nail is positioned on each internal node of the network, di�erent kinds of nails
being used for hybrid nodes and tree nodes. The players are then provided with an unrooted
phylogenetic tree made of elastics, where the leaves are replaced by key rings labeled by
the leaf label. The goal is then to �nd out whether the tree is contained in the network
by respecting the following rules, which correspond to the Tree Containment problem:
the keyrings must be attached to the nails corresponding to their label, the elastic branches
of the tree must follow the branches of the network (the nails help to keep them in place)

that a hybrid node has the same label as its parent and any other node has a label strictly greater than its
parent (BSS06).

11A phylogenetic network, rooted or unrooted, has level-k if it is possible to obtain a tree by removing at
most k arcs or edges from each bridgeless component (a bridgeless component of a network N is a subset C
of vertices of N such that the subnetwork of N induced by C is connected and does not contain any bridge,
that is an edge whose removal disconnects the graph).

12National science week occurs every year in October in France. Animations for junior high school students
of the area are usually organised on Wednesday by I�s, one of the teaching departments of Université Gustave
Ei�el.
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and two elastic branches cannot be positioned over the same branch of the network and
starting from the root of the network, the elastic branches must always go downwards.

When we �rst organized this game in 2016, Anthony Labarre and I gave some details
about the meaning of the tree and the network, using a poster prepared for the event. After
the students had found the solution, they would win a Carambar13. On the next two years,
Laurent Bulteau had another game prepared next to mine, where he would make students
discover the BUILD algorithm (ASSU81) to reconstruct a phylogenetic tree from a subset
of its triplets. This was a good oportunity to make lasting impressions on students who
experimented with both games.

1.1.4 Exploring the space of rooted phylogenetic networks

As explained above, the research conducted during the PICS project supervised by Celine
Scornavacca aimed at developing more practical methods for phylogenetic tree reconstruc-
tion, which encouraged us to focus on recent results about local rearrangement operations
for phylogenetic networks.

Indeed, for several reconstruction methods aiming at �nding an optimal phylogenetic
tree from biological sequences associated with their leaves, as this optimization procedure
is NP-hard for several optimization criteria, such as maximum parsimony (NJZMC05) or
likelihood (JNST06), a local search heuristic is often a fruitful strategy in practice. It works
by gradually improving the phylogenetic trees reaching the best scores, by modifying them
slightly. To this aim, several kinds of local moves are used, for example nearest neigbhor in-
terchange moves (NNI moves for short), which consist in exchanging the subtrees attached
to the two extremities of one edge (or arc, in the rooted case) of the tree.

Local moves called LST operations had been de�ned on unrooted and rooted phyloge-
netic networks in (HLMW16): they included an equivalent of NNI moves to transform a
phylogenetic network into another one with the same level, three-cycle pop operations to
obtain a network of upper level and three-cycle shrink operations to obtain a network of
lower level. The authors proved that it was possible to obtain any unrooted (respectively
rooted) level-1 network from any other unrooted (resp. rooted) level-1 network using LST
operations. of reticulate evolutionary histories.) In (HMW16), using similar operations
(NNI moves, δ+ and δ− operations which extend three-cycle pop and shrink to any un-

13Jokes are usually written on Carambar wrappers. Carambar was a natural choice as I had written two
blog posts about methods to evaluate the total number of distinct jokes on Carambar sweets, or the num-
ber of distinct quotes around “papillotes”, chocolates eaten at Christmas in France, during my PhD (Gam09).
Several statistical methods, with various degrees of di�culty, can be described, an easy one inspired by the
capture/recapture method to evaluate the size of a population of wild animals, a more di�cult one based on
estimating the number of repeated jokes after eating n Carambars. This mathematical story about Carambars
and papillotes was featured in an article in the French newspaper Le Monde on March 27th, 2013 after the
journalist Sandrine Blanchard found my blog post online (Bla27), and adapted in a mathematical populariza-
tion book written by Jérôme Cottanceau (Cot16). I also adapted it into a “street mathematics” show during
the “Science en marche” protests in 2014, which demanded better fundings for research in France: I presented
those methods during a crowdsourced experiment on Carambar joke counting, in a stand on the streets of
Champigny-sur-Marne, next to other science activities proposed by colleagues of my university.
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rooted network) it is proven that any unrooted phylogenetic network can be obtained from
an unrooted phylogenetic tree by a sequence of those local moves, and that it is possible
to obtain any unrooted phylogenetic network from a phylogenetic network with the same
number of nodes by a sequence of NNI moves. In the discussion section, the authors sug-
gest that based on previous work, extending these results to rooted phylogenetic networks
“will probably be somewhat more technical” but “it seems to be well worth while trying to
understand general properties of rooted network spaces”.

This motivated the study of a new de�nition of NNI moves for rooted phylogenetic net-
works, which we introduced in (GvIJ+17). It extends the de�nition of NNI moves on rooted
trees and is consistent with the de�nition of NNI moves on unrooted networks introduced
in (HLMW16). We also introduced another rearrangement move called rooted SPR (subnet-
work pruning and regrafting), extending the SPR (subtree pruning and regrafting) moves
initially de�ned for phylogenetic trees (Fel03). We proved that for rooted networks, NNI
moves are special cases of SPR moves, and that it is possible to search the whole space of
binary phylogenetic networks with the same set of leaves also having the same number of
nodes (or equivalently, the same number of arcs, or the same number of hybrid nodes) by
a sequence of rooted NNI moves.

My coauthors made further progress on the subject with other colleagues. For example,
on the theoretical side, they noticed that among rooted NNI or SPR moves, only some of
them, called tail moves, were really useful to ensure connectivity among binary phyloge-
netic networks having the same set of leaves and the same number of hybrid nodes, they
proved that the resulting distances between phylogenetic distances are NP-hard to compute
and also estimated lower and upper bounds for the diameter of those spaces of phyloge-
netic networks. On the practical side, a computer program called NetRAX was developed
to implement a fast and e�cient maximum likelihood method to reconstruct phylogenetic
networks using these rearrangement moves for the local search (LSK+22).

1.2 Characterizing and identifying a phylogenetic net-

work with its subparts

1.2.1 Using complete information

Several approaches were developed to reconstruct phylogenetic networks from some �nite
sets of elements extracted from them, namely clusters, splits, triplets, quartets and trees. To
help designing e�cient reconstruction methods, one can wonder if these sets of elements
may have special properties for some classes of phylogenetic networks. Another interesting
question is whether phylogenetic networks can be identi�ed from such sets of subparts: if
several phylogenetic networks have exactly the same set of contained trees, outputing only
one solution after a network reconstruction algorithm taking trees as input may provide
the wrong network.

My doctoral thesis included a few results about these two issues. Some of them were ob-
tained with my supervisors Vincent Berry and Christophe Paul, published in 2012 (GBP12):
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for unrooted level-1 networks, we proved that their split system (that is, the set of all bi-
partitions of leaves induced by minimal cuts in the network) is circular, meaning that it
is possible to order the leaves of the network so that one of the sets of this bipartition is
an interval (that is, its leaves are consecutive) in this order. With Katharina Huber, from
University of East Anglia, we had focused on the uniqueness issue (GH12). We described a
subset of rooted level-1 networks, namely, the ones having no bridgeless component of 3 or
4 nodes, where it is possible to identify networks from their sets of contained trees, triplets
or clusters (sets of leaves below each node). We also showed that for level-1 networks out-
side this subset, it is always possible to �nd a distinct level-1 network having exactly the
same set of contained trees, triplets or clusters.

We continued working on these topics with Katharina Huber after my doctorate, in
particular when she visited me in Marseille in 2011, thanks to a grant from the London
Mathematical Society. As she was one of the authors of a book about abstract phylogenetic
networks and splits (DHK+11), her extensive knowledge of this topic gives her another
perspective on such mathematical objects and made scienti�c discussions on these problems
very exciting. In particular, I remember a walk to the calanques where we had the idea of
the intersection closure to characterize the set of splits associated with an unrooted level-1
network, which eventually resulted in the �rst part of the theorem 1 of (GHS17). Our �rst
results were later completed with the contribution of Guillaume Scholz, who added a few
results to this paper as part of his doctoral work with Katharina Huber.

1.2.2 Using partial information

In (GHK17), we continue to study whether level-1 phylogenetic networks can be unam-
biguously reconstructed from triplets and clusters, but we obtain results on cases where
this is possible from a strict subset of well-chosen triplets. In particular, we present a sub-
class of level-1 networks where each member can be reconstructed unambiguously, in this
subclass, using a subset of at most 2n − 1 its triplets, where n is the number of leaves of
the network.

1.3 Counting phylogenetic networks and their compo-

nents

1.3.1 Counting level-k networks

When I presented the paper about the decomposition of rooted or unrooted level-k net-
works at CPM 2009 in Lille, where Mathilde Bouvel, an expert in combinatorics in general
and enumerative combinatorics in particular, was also present, we thought that the tree-like
structure of level-k networks would probably make it possible to count them. In 2006, Sem-
ple and Steel had already published a paper about counting unrooted level-1 network (SS06).
Mathilde Bouvel obtained a grant from her lab, Labri in Bordeaux, to invite me for a week,
during my postdoc, in 2011, to work on it together.
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Using the analytic combinatorics framework developed by Philippe Flajolet and Robert
Sedgewick (SF09), we used the tree-like structure of rooted and unrooted level-1 and un-
rooted level-2 networks to write recursive descriptions of these objects, the technical part
being to pay attention to symmetries, therefore avoiding to describe automorphic networks
several times. These descriptions allowed us to obtain exact and asymptotic enumeration
formulas to count those networks given their number of leaves, and possibly also their
number of cycles and edges across the cycles.

I presented those results in a talk at the Newton Institute and at the East Anglia Uni-
versity in Norwich. However, writing the paper about these results was quite problematic:
the initial idea was to write an extended journal version of the CPM 2009 paper mentioned
above. But to be able to consider that the components of level-k networks, called level-k
generators, were also level-k networks themselves, the de�nition of phylogenetic networks
we introduced in this paper allowed for example multiple arcs, as well as hybrid nodes to
have outdegree 0, therefore also being leaves. Combining the previously obtained results
about such “generalized” level-k networks, and the links between the rooted and unrooted
version, and the new counting results on traditionally-de�ned level-k networks, required
to clarify everything more formally. However, a 2016 paper introduced the analogue of
level-k generators for unrooted networks (HLMW16), which made this contribution about
the structure of rooted and unrooted level-k networks no longer relevant, and encouraged
us to focus on counting problems.

In May 2018, Marefatollah Mansouri, who was preparing his doctoral thesis at TU Wien,
where he was also working on phylogenetic network counting problems with his advisor
Bernhard Gittenberger, contacted me about these results. We decided to join forces to �nish
this paper, focusing only on counting results, adding results on rooted level-2 networks and
following the advice of the reviewers of the �rst submitted version of the paper, to focus
on the counting of traditionally-de�ned rooted and unrooted level-1 and level-2 networks.
A summary of the obtained results is given in table 1.1. Bernhard Gittenberger also invited
me to give a talk in Vienna, during the meeting of the ANR-FWF-MOST project, and I was
happy to see, in the Workshop 1: Foundations of Networks, organized by Daniel Huson and
Louxin Zhang at the Institute for Mathematical Science in Singapore, in September 2023,
how much progress had been made on the combinatorial description and enumeration of
various classes of phylogenetic networks.

1.3.2 Bounding quantities related with phylogenetic networks

Diameters for distances between networks

Counting combinatorial objects has also been involved in other results about phylogenetic
networks. With Katharina Huber, when we studied the possibility of uniquely encoding
phylogenetic networks by trees, clusters or triplets (GH12), questions about the correspond-
ing distances naturally emerged. Indeed, one way to measure how similar two phylogenetic
trees, or networks having the same set of leaves, are, is to compute the size of the symmetric
di�erence of their family of trees, clusters or triplets. The smallest it is, the most similar we
expect them to be, as their topologies share a lot of common components. In this context,
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n gn−1 rn un−1 `n
1 0 1 0 1
2 1 3 1 18
3 2 36 6 1 143
4 15 723 135 120 078
5 192 20 280 5 052 17 643 570
6 3 450 730 755 264 270 3 332 111 850

as n→∞ c1 ≈ 0.20748 c1 ≈ 0.1339 c1 ≈ 0.07695 c1 ≈ 0.02931

xn ∼ c1c
n
2n

n−1 with c2 ≈ 1.89004 c2 ≈ 2.943 c2 ≈ 5.4925 c2 ≈ 15.4333

OEIS reference A328121 A328122 A333005 A333006

Table 1.1: The numbers gn−1 and un−1 of unrooted networks, of level-1 and level-2 respec-
tively, on n leaves and the numbers rn and `n of rooted networks, of level-1 and level-2
respectively, on n leaves, as well as the identi�er of the sequence describing them in the
Online Encyclopedia of Integer Sequences (Slo94).

the characterization question presented in section 1.2 can be rephrased as: given a phylo-
genetic network N , does there exist another network N ′ such that the distance between N
and N ′ is 0?

We therefore studied the diameter of these distances for the class of phylogenetic net-
works we had focused on, namely level-1 networks whose underlying undirected graphs
do not have cycles of length smaller than 4. We proved that for networks of size n in this
class, the diameter of the tree distance is 2b

n−1
3
c and the diameter of the cluster distance is

2n− 4.

Bounded sizes of networks

When we focused on special classes of phylogenetic networks to study the Tree Contain-
ment problem presented in section 1.1.3, we also had some counting to do, on the maximal
size of a network in the phylogenetic network classes we focused on, depending on its
number of leaves.

It happens that the size of those three classes can be bounded when their number n of
leaves is bounded. In (GGL+15a), we proved upper bounds for the number of hybrid nodes
of reticulation-visible networks (4n− 4) and nearly-stable networks (12n− 12).

These results were later improved in (BS16) to obtain a tight upper bound of 3n − 3
for reticulation-visible networks in (GZ15) to obtain a tight upper bound of 3n − 3 for
nearly-stable networks.
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2.1 Studying two proximity parameters in graphs, con-

tiguity and modularity

2.1.1 Graph contiguity: forcing proximity in the neighborhoods

My doctoral dissertation included a summary of some results I had obtained with Christophe
Crespelle about a new graph parameter, graph linearity, which was proposed by Christophe
to take advantage of the fact that neighborhoods in graph may be represented as unions of
intervals in a set of orders of the vertices (one interval chosen in each order). This param-
eter was introduced in (CG09) as a variant of the contiguity parameter, the lowest k such
that the adjacency matrix of the graph has the k-consecutive ones property, introduced
in (GGKS95), meaning that it is possible to �nd an order on the vertices of the graph such
that the neihbourhood of each vertex is equal to a union at most k intervals in this order.

Our article had however left some questions unanswered, and Christophe proposed to
co-supervise the bachelor internship of a student from ENS Lyon, George Manoussakis, to
extend our work on this topic. George worked on those two parameters on trees, where
he gave a linear-time algorithm to compute them. He also worked on cographs, �nding
the value of contiguity for cographs having a complete binary tree. We therefore tried to
obtain further results on cographs. In particular, we used tree decomposition techniques,
related with the rank parameter on trees, to show how to obtain upper and lower bounds
for the value of contiguity on cographs: the contiguity is at most 2 rank(T ) +1, where T
is the cotree associated with the cograph, and at least (rank(T )-7)/4, which actually pro-
vides a 23-approximation algorithm running in linear time, to compute the contiguity of
cographs (CG13).

We also worked on similar results for the linearity parameter. But contrary to contiguity,
for which theO(n) upper bound is asymptotically tight (as the contiguity of cographs with
complete cotree is Ω(log n)), we only obtained an asymptotic lower bound of Ω((log n)/(log
log n)), and the same O(n) upper bound, for linearity (CG14). Christophe Crespelle was
later able to improve this result with other coauthors, proving that the linearity of cographs
has an asymptotic upper bound of O((log n)/(log log n)), therefore showing that linearity
is strictly more powerful than contiguity for encoding graphs (CLPP16).

2.1.2 Balancing speed andprecision formodularity-based graph clus-

tering

In 2010/2011, I spent nine months as a postdoctoral researcher with Alain Guénoche for the
ANR Moonlight project supervised by Christine Brun, which aimed at identifying moon-
lighting proteins, that is proteins having several functions in the cell. The chosen approach
was to design a variant of a graph partitioning algorithm allowing to output overlapping
clusters, and to run it on protein interaction networks: the vertices belonging to 2 overlap-
ping clusters may be good candidates to correspond to moonlighting proteins, having one
function for each computed protein cluster containing it.
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A fast and e�cient method to detect communities in networks is the Louvain method,
a heuristic which aims at optimizing the modularity of the output partition (BGLL08). The
modularity score aims at estimating the surplus of density inside the subgraphs induced
by the partition, compared with a situation where edges would be distributed uniformly in
the network. As protein interaction networks typically have thousands of vertices, a new,
slower but more robust method was designed, obtaining better modularity scores. We there-
fore kept the agglomerative hiearchical clustering principle of the Louvain method, where
clusters are transfered from one class to another one as long as modularity increases, before
merging the clusters of the same class into the clusters of the next step. But for each of these
steps, transfers of individual vertices of the input network are also tried between classes,
keeping the transfers which improve modularity. This algorithm, called TFit, for “transfer
and fusion. . . iterated”, can be adapted to allow overlapping between classes. Its robustness
to noise in the data can also be improved using a bootstrapping procedure (GG11). This
procedure creates several slightly altered copies of the input network, where some ran-
domly chosen edges were modi�ed, to run the TFit algorithm on them, and then combine
all obtained partitions through a consensus method designed by Alain, actually a heuristic
similar to TFit (Gué11).

I coded the TFit algorithm in Java starting from Alain’s code in C, in order to be able to
include it as a plugin in the Cytoscape software, highly used for various kinds of network
analysis in bioinformatics. With the help of Laurent Tichit, a proof of concept of Cytoscape
plugin was prepared and presented at MARAMI 2011 in Grenoble (TGG11). I also compared
it with other graph partitioning algorithms on a benchmark of partitioned networks. But
as my postdoc was interrupted before its initially planned conclusion when I was hired
by Université Paris-Est Marne-la-Vallée in September 2010, the integration into Cytoscape
with a nice easy-to-use plugin was coded by Lionel Spinelli after I left Marseille (SGC+13).

This work was also extended by a collaboration with Marie-Hélène Mucchielli-Giorgi
and Annie Glatigny, for the development of an automatic identi�cation method of pro-
tein sub-complexes in a multiprotein complex (GGBP+17). We designed an ad-hoc method
which obtained more robust results than the modularity-based method TFit and other net-
work partitioning methods, for this goal. More precisely, an agglomerative clustering me-
thod was designed, based on the similarity of proteins contained in the complex, computed
as the similarity of their neighborhoods in the protein interaction graph.

Several formulas exist to express the similarity between two sets of elements, which I
had explored in my work on tree clouds (see section 2.2). The simplest one, the Jaccard
formula, was actually the one which happened to be the most consistent with the biolog-
ical results. Note that for two proteins a and b, this score is not computed exactly on the
neighborhoods of a and b in the network, but on their neighborhood outside of the complex
in the network, that is ignoring all edges between protein in the complex. This adaptation
illustrates the importance of taking into account the biological context (in this case, decid-
ing that the important interactions for sub-complex identi�cation are actually the ones with
proteins outside the complex) when designing a method inspired by another �eld (formulas
of similarity used to express proximity between words in a text).
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For this project, an R package, called ISIPS1, was designed and coded by Marie-Hélène
Mucchielli-Giorgi, with a few contributions from my side.

2.2 Tree clouds: statistical textual analysis based onword

proximity

I discovered a tree of words for the �rst time on Jean Véronis’s blog. This tree was built
to visualize the proximity between those words in the text, using a phylogenetic tree re-
construction algorithm. This encouraged me to program TreeCloud, a software to built
such representations, and to contact him and suggest we write an article together about
the choice of parameters of the chained algorithmic components, to obtain trees which
would be robust to small changes in the text (GV09). My �rst contribution outside the �eld
of bioinformatics and graph algorithms, was the starting point of many exciting collabora-
tions with researchers in other �elds, both during my doctorate (AG10; LGMT10) and after;
it has since then become my most cited article.

2.2.1 Using and advertising TreeCloud

Our 2010 communication with Delphine Amstutz at the JADT conference, which illustrated
how to use TreeCloud in combination with other tools of statistical textual analysis, for the
comparative analysis of two plays by Corneille, actually paved the way for the method-
ology I developed after my doctorate, on how to use tree clouds for textual analysis. We
had indeed noticed that it could be used either to generate exploratory hypotheses about
the corpus (typically, by identifying the main topics in the corpus, or by identifying simi-
larities and di�erences between the tree clouds of two subcorpora), to con�rm hypotheses
(typically, by building the tree cloud of a subcorpus of interest, such as the speeches of one
character of interest in a play, or of the contexts of one word of interest), or to represent
the results of other statistical tools for textual analysis (for example, to display speci�city
score with word sizes in the tree cloud, instead of inside a table of speci�ty scores).

Some discussions with Edna Fernandez, a postdoc working on analyzing perceptions
of the urban environment during night walks in cities, helped to design a more precise
list of use cases of TreeCloud which I used in the presentation of TreeCloud I have given
annually in the doctoral seminar of Jean-Marc Leblanc at Université Paris-Est Créteil, from
2014 to 2023, and in the master courses about text mining by Renaud Epstein at Université
Gustave Ei�el, since 2016. Each use case is illustrated by an example coming from one of
the publications summarized below, and I sometimes replace one �gure by a more impactful
one, for the sake of clarity.

In (GM13), with William Martinez, whom I had met in a workshop in Besançon, where
I presented the work detailed in the next section, we analyzed a corpus of newspaper arti-
cles about the Mediator drug which caused a health scandal in France after being prescribed

1http://bim.i2bc.paris-saclay.fr/isips/
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outside of its original scope, causing several deaths or severe illnesses. One goal of this ar-
ticle was to compare articles written by news agencies in particular, with articles written
by journalists who did not mention news agency as their main source. When comparing
the tree cloud of articles by news agencies with the other ones, it was noticeable that the
semantic clusters seemed more focused in the latter, whereas the main topics clearly iden-
ti�ed in the general tree cloud for the whole corpus were scattered in di�erent subtrees in
the corpus of articles by news agencies. Our hypothesis was that contrary to targeted arti-
cles by journalists who would focus on one topic, and therefore increase the cooccurrence
relationships between words about this topic, news agencies might give a broader descrip-
tion of the story, including context which would add cooccurrence relationships between
words linked with di�erent topics. The tree cloud of the contexts of the word “responsabil-
ité” in both subcorpora also suggested that the articles not written by news agencies had
paid more attention to the role of doctors prescribing Mediator.

A project with members of LISIS (another lab of my university) to analyze how scientists
construct an argument in the abstracts of research projects about biodiversity (CBB+14) led
to a collaboration with Xavier Le Roux, who supervised the BiodivERsa project. The goal
was to build and analyze the tree clouds of the abstracts of research projects about biodi-
versity, funded by research agencies in Europe and listed in the BiodivERsa database, to
uncover temporal and geographical trends. It was especially interesting to see Xavier Le
Roux apply the methodology to build relevant tree clouds, �rst by removing words which
could be considered stop words in this context, such as “research” or “projects”. Then he
obtained visualizations which con�rmed some intuitions he had about di�erences between
projects funded by agencies in the north and in the south of Europe, or about the global evo-
lution of funded projects towards the study of more complex questions, focusing more on
socio-ecosystems, taking into account human impacts and mixing approaches from several
�elds of life sciences, instead of focusing on a single biological question. It was also gratify-
ing to to show how TreeCloud could be used as a key component of a broad lexical analysis
of a corpus, by designing a protocol to detect topics which were increasingly present in the
abstracts, combining TreeCloud with other text analysis tools, especially speci�city scores.
This was used to contribute to the production of two reports(GELR14; GGE+18), and to
give a presentation in Vienna in front of the partners of the project.

With Nadège Lechevrel, a postdoc in the Biolographes project supervised by Gisèle
Séginger, a professor in French literature at my university, I also had a chance to use
TreeCloud extensively to analyze a corpus of articles from the Revue des Deux Mondes writ-
ten by scientists or by men and women of letters, to compare their perspectives on common
matters. To this aim, after building a general tree cloud visualization of the whole corpus,
we focused on the contexts of the 10 most frequent words. This allowed to give a detailed
description of the scienti�c knowledge of the 19th century which appeared in those articles,
and in particular, the aspects which were treated more either by the scienti�c or of the lit-
erary community. We collaborated again in another project supervised by Gisèle Séginger,
Animalhumanité, also with Tita Kyriacopoulou and Claude Martineau. There, we used the
same corpus to investigate the way the word “étude” is used.

With my sister Christelle Mariotte, we also used TreeCloud to analyze the answers she
obtained in an online form with open questions about the care of elderly in the Alpes-
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de-Haute-Provence. I usually use the obtained tree clouds to show that such visualization
tools can be used to directly give decision-makers direct access to the actual words of the
respondents, without having to include sample verbatim responses that are supposed to
re�ect the opinions mostly expressed among respondents. Whenever answers are short
and similar, it is possible to even guess the main sentences by reading the tree cloud. The
one built for the question about what could be improved illustrates how such a visualization
can be read, guided by the verbs, to summarize what people think would be important to
improve.

The work with the colleagues involved in the ANR project APPEL, supervised by Jean-
Gabriel Contamin, a professor in political science in Lille, also involved the use of TreeCloud
to analyze words in the beginning (more precisely, among the �rst ten words) of petitions
of the website lapetition.be, even if they were not included in the paper accepted at the
JADT 2018 conference (BDG+18), by lack of space. Figure 2.1 illustrates a previous �nding
of Jean-Gabriel Contamin (Con01), the fact that the texts of petitions may target both the
decisions makers who will receive it and the people who will sign it. A complementary
manual analysis showed that 6.5% of the texts of petitions in this category were explicitly
targeting decision makers and 3.8% were explicitly targeting people who would sign the
petition.

2.2.2 Making edge lengths more meaningful in TreeCloud

Finding a way to compute more meaningful edge lengths was a project I started during my
postdoc with Alain Guénoche in Marseille, nourished by discussions with him and heavily
inspired by the article (GG02), in a collaboration with Nuria Gala and Alexis Nasr, who
were based in the nearby LIF laboratory (GGN12).

Indeed, the edge lengths computed by the tree reconstruction algorithm, Neighbor Join-
ing (SN87), usually provide a tree whose center is barely readable, as the edge lengths are
quite often large for edges adjacent to leaves, and very small for edges deeper inside the
tree. As tree clouds are used in practical applications to identify classes of words grouped
together into one subtree, it is not always easy to clearly distinguish the limits of subtrees
attached deeply inside the tree. Furthermore, the “true” edge lengths of the trees built by
the Neigbor Joining algorithm are expected to best re�ect the input distance matrix glob-
ally, rather than to facilitate this interpretation of the tree as a hierarchy of interrelated
word classes.

On the contrary, the nature of the cooccurrence data used to build the distance matrix
which is represented by this tree should even preclude from trying to analyze the distances
in the tree: it is possible that two wordsA andB which never cooccur in a text, often cooc-
cur with a third word C . We would therefore expect them to be both located close to C in
the tree, which would imply a great discrepancy between their real cooccurrence distance
and their distance in the tree. This distortion actually illustrates that the many mathemat-
ical formulas evaluating the global proximity of two words, based on their cooccurrence
inside a text, have no reason to provide tree-like distances, or, more formally, to output a
distance matrix which respects the four-point condition (Bun74).
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Figure 2.1: Tree cloud of the 50 most frequent words in the beginnings (10 �rst words) of
texts of petitions in the political category of the website lapetition.be: words suggesting that
decision makers are targeted by the beginnings of texts of the petition are surrounded in red
and words suggesting that people who will sign the petition are targeted are surrounded in
blue.

The idea for computing edge lengths which would be more meaningful was therefore
to still use the output of the Neighbor Joining method for the topology of the tree, which
seemed to provide relevant results in practice, while adding a postprocessing step which
would recompute edge lengths which would be well-suited for the goal of visually extract-
ing classes of words from the tree.

We therefore designed a protocol based on trees of words built in two di�erent ways to
test the performance, for the task of building semantic partitions of words, of the �ve for-
mulas2 provided in (GG02), which evaluate how separated two subtrees are in an unrooted

2The �rst formula, called computedLength, is simply the original edge length computed by the Neighbor
Joining algorithm. The second one, called triples, measures the rate of subsets of 3 leaves {a, b, c} such that
d(a, b) ≤ min(d(a, c), d(b, c)), among those where a and b belong to the same subtree and c to the other
one. The third one, quartets, measures the rate of subsets of 4 leaves {a, b, c, d} such that d(a, b) + d(x, y) ≤
min(d(a, x)+d(b, y), d(a, y)+d(b, x)), among those where a and b belong to the same subtree and x and y to
the other one. The fourth one, lengthRatio, is value obtained by dividing the average distance between words
separated by the edge between the two subtrees, by the average distance between words located in the same
subtree. Finally, the �fth one, agreementPairs, is the value obtained by dividing the sum of the number of pairs
of words located in the same subtree which have a distance at most dm and of the number of pairs of words
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phylogenetic tree, based on the distances between pairs of leaves of the same subtree or on
two di�erent subtrees. For both parts of the protocol, a partition of words into k subsets
of semantically similar words was built manually to be compared with one automatically
built in the following way, from a tree of words whose edge lengths were computed with
one of the 5 formulas to be tested: the k − 1 longest edges were deleted, which split the
graph into k connected components, which partitioned the words into at most k subsets
(some connected components may not contain a leaf, and therefore would not generate a
subset of words in the output partition).

The �rst set of trees of words was built from the Polymots database, where among 20000
words grouped together into 2000 families, each centered on a root word, 20 families were
selected to manually partition them into semantic classes. For example, here is an example
of the partition for the root word « art » in French: {{arti�cier, arti�ce, arti�ciel, arti�cielle-
ment}, {artillerie, artilleur}, {artisan, artisanal, artisanalement, artisanat}, {artiste, artistique,
artistiquement, art}3. Then, for each of these 20 families, a composite distance taking into
account word cooccurrence in the TLFI as well as the number of common a�xes of the
words was computed and used as the input data to build the tree.

The second set of trees of words actually consisted in one tree built in the following way,
inspired by an experiment performed by Jean-Marc Leblanc with his tudents: 10 groups of
master students were assigned the task of writing a text of more than 300 words which has
to contain the 25 given words, trying to put together the words contained in each subset of
the partition4. The initial partition of the 25 given words was actually built from the tree
cloud of a corpus of three newspaper articles in French about Wikileaks5.

In both cases, two formulas among the �ve tested, triples and lengthRatio, provided
signi�canly better results for the corrected Rand score, which computes the agreement,
between the manually built partition and the one built automatically using edge lengths
computed with this formula.

2.2.3 Maintaining and developing TreeCloud

Maintaining TreeCloud to keep it available since 2010, while trying to develop its function-
alities, has not been an easy task. The tool was �rst available as a desktop program which
required the installation of Java, Python and SplitsTree. The latter is a Java program which

separated by the edge between the two subtrees which have distance at least dm, where m is the number of
word pairs located in the same subtree and dm is the mth smallest value among the distances between pairs
of words.

3These words could be translated by the following ones in English, using the Linguee website: {{arti�cier,
arti�ce, arti�ciel, arti�ciellement}, {artillerie, artilleur}, {artisan, artisanal, artisanalement, artisanat}, {artiste,
artistique, artistiquement, art}.

4The assignment, given in French, was to write “un texte de plus de 300 mots qui fait obligatoirement ap-
paraître les 25 mots voulus, en tentant de rapprocher les mots contenus dans une même classe de la partition”.

5“WikiLeaks : une transparence qui fait débat” was published by Alexandre Piquard in Le Monde on
November 30th, 2010, “WikiLeaks change la donne de la diplomatie et des médias”, by Nicolas Rauline in
Les Échos on November 29th, 2010 and “Wikileaks, une nébuleuse si peu transparente. . . ”, by Pierre Demoux
in Les Échos on December 9th, 2010.
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reconstructs phylogenetic trees and networks from various kinds of input data, mainly de-
veloped by Daniel Huson. I had contributed to the development of a network visualization
optimization in the software during an internship with Daniel Huson in 2005.

The web version was developed mainly by a bachelor student, Jean-Charles Bontemps,
who decided to program it as a voluntary side project of the Python courses I was teaching
in Montpellier, and to make it available under the GPL license. It consists of an interface
in HTML/CSS to enter the text and the parameters and a CGI script in Python which calls
a C program to build the tree cloud and output a webpage which displays the output vi-
sualization as an SVG �le augmented with some Javascript code to make it interactive. A
few functionalities are missing in this web version, such as “chronological” coloring, which
colors words depending on their average position in the text, or displaying the real edge
lengths obtained by the tree reconstruction algorithm instead of unit lengths for all edges
of the tree.

I used the desktop version to develop new functionalities such as the computation of
edge lengths described in the previous section. Given the large number of software devel-
oped in the French community of statistical textual analysis (Alceste, Hyperbase, Lexico,
TXM, Textobserver, Cortext, just to name a few) the strategy to develop TreeCloud further,
instead of spending a large amount of time and resource on the web version or the desk-
top version, was to provide implementations in other languages in order to facilitate the
inclusion of tree cloud visualizations into other software, and to add new functionalities as
prototypes in the desktop version based on SplitsTree.

After my arrival at LIGM in 2011, Patrice Hérault, an engineer at the university, accepted
to migrate there the web version previously hosted at my previous lab, LIRMM. Claude Mar-
tineau, who was developing lexical resources at LIGM for the Unitex software6, suggested
adding a preprocessing step using Unitex on the web version. This would result in new
functionalities to �lter the words in the tree clouds, for example keeping only nouns, or re-
moving words based on their part-of-speech label, using the linguistic resources available
in di�erent languages in Unitex, integrated by Claude Martineau (Mar17). He also cor-
rected a default of the web version which would remove from the text all words not kept in
the tree cloud, instead of taking them into account as word separators in the cooccurrence
computation step.

In 2014, when I organized the EPIT summer school with Stéphane Vialette, I received
what could have been considered as a spam application from an Indian student from IIT
Ropar, Deepak Srinivas. After contacting him to ask whether he was indeed willing to
participate in the event, he replied that it was not the case, but he was looking for a summer
internship. After complications with his visa, which he obtained at the last minute thanks
to the scienti�c advisor at the French embassy in Chennai, he was able to come to France.
He implemented the algorithm by Barthélemy and Luong (BL87) in C++ inside the online
version of TreeCloud and also incorporated a new tree visualization library, simply based
on a force-directed algorithm (which is relevant if we do not care about edge lengths), to
display the result.

6Unitex is a collection of programs for text analysis using linguistic resources, based in particular on the
use of local grammars
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In 2016, Cristian Martinez, a doctoral candidate with Tita Kyriacopoulou at LIGM, who
was improving Unitex as well as setting up best practice for its continuous development,
suggested applying with Unitex to the Google Summer of Code program, which supports
the development of free software by funding student internships. The application he pre-
pared for Unitex was successful and in the Summer 2016, I was able to supervise a Russian
student, Aleksandra Chaschina, to develop a Java version of TreeCloud, which could be
integrated into the Unitex/Gramlab software. Her code was also integrated into the TextO-
bserver software by Yacine Ouchene, who was hired as a software engineer by Jean-Marc
Leblanc, with ANR APPEL funding.

Aleksandra Chaschina was also involved in the Javascript version of Tree Cloud. In 2015
I had met Yu Zheng at NUS in Singapore, who was able to quickly code, using D3, the equal-
angle algorithm for phylogenetic tree visualization7. Collaborating with the BiodivERsa
program mentioned above, provided the opportunity to fund a short work contract for
Aleksandra Chaschina when she arrived in France for her studies at Université Paris Sud.
Using the code by Yu Zhen to visualize the trees, she developed a web interface to explore
data using tree clouds as well as speci�city scores8. Unfortunately, there was not enough
time to properly test the computation of speci�cities, which is currently not accurate, but
the tree cloud building part works well, and should be made available as an independent
easy-to-use Javascript library.

We tried to summarize all this with Teresa Gomez-Diaz when writing a software man-
agement plan for TreeCloud, which illustrated the di�culties of trying to develop versions
in several programming languages of a text visualization method, with limited resources.

2.3 Detecting temporal proximity in text documents

As seen in the previous chapter, hierarchical clustering can be used in digital humanities
to analyze texts. It is also widely used to classify texts depending on their content. When I
started my six-month leave9 in September 2020 at Lattice in Montrouge, I talked with Olga
Seminck, who had planned to use hierarchical clustering as a �rst step, and a regression
analysis, as a second step, to analyze the evolutions of the idiolect of several 19th century
novel writers. The results of our work, also conducted with Thierry Poibeau who super-
vised the project, and with Dominique Legallois, were published in (SGLP22), but along the
way, we proposed new ways of addressing the issue of detecting a chronological signal in

7https://github.com/adamzy/PhyloPlot/
8https://treecloud.univ-mlv.fr/treecloud-corpus/voeux/
9I did not really understand why the head of our lab, Stéphane Vialette, insisted that we should take a

délégation CNRS, a semester or year fully dedicated to research, with no teaching, until I was �nally convinced
in 2019 to apply for one in 2020. Although the moment probably wasn’t the best, with the second COVID-
19 lockdown in France, I just had enough time to enjoy meeting the colleagues at Lattice in September and
attending three days of training about handling data in research projects in the humanities and in social
sciences organized by the CNRS in Aussois, before having to continue working from home. This time was
however very important to have the feeling that I was fully transitioning to research in digital humanities, and
most of all to �nally take the time to write and publish on the MPRI website an o�er for a master internship,
which would lead to the results described in section 3.3.
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a distance matrix of dated elements, or in a tree built from this matrix, therefore evaluating
the relationships between content similarity and temporal proximity.

2.3.1 Testing a matrix for the chronological signal

A pioneering work about linking similarity data with a chronological signal had been done
by Robinson in (Rob51), in the context of archeology, where the goal was to reorder pottery
fragments chronologically based on their similarities, making the assumption, sometimes
called the rectilinear hypothesis, that the more distant apart in time fragments are, the
less similar they should be. A dissimilarity d between a set X of elements is therefore
said to be Robinsonian if the elements of X can be ordered such that ∀i < j < k ∈ X ,
max(d(Ti, Tj), d(Tj, Tk)) ≤ d(Ti, Tk). This de�nition is illustrated in �gure 2.2.

Figure 2.2: An illustration of the property de�ning of Robinsonian dissimilarities d: for all
Ti < Tj < Tk, max(d(Ti, Tj), d(Tj, Tk)) ≤ d(Ti, Tk).

We therefore de�ned the Robinsonian score of a dissimilarity d as the proportion, among
triplets of elements ordered chronologically, of those which respect this condition. Com-
paring this score with the ones obtained by randomly reordering the elements would allow
us to estimate a p-value for the observed Robinsonian score, to evaluate whether the value
of Robinsonian score would be too high to be obtained by pure chance.

The computation of this Robinsonian score was implemented by Olga Seminck and
tested on the CIDRE corpus of novels by 11 writers of the 19th century, in an experiment
described in section 4 of (SGLP22) using textual features called motifs (LCL18) to compute
the dissimilarities between the texts, using formulas implemented in the R package called
stylo (ERK16). It showed that for all authors except Sophie de Ségur, the Robinsonian score
of the dissimilarity of their dated works is higher than what could be observed in more
than 98% of 10 000 random orderings of their works, which is therefore considered to be
statistically signi�cant.

2.3.2 Testing a tree for the chronological signal

Before coming up with the Robinsonian score idea, preliminary tests prepared by Olga
Seminck consisted in using the R package stylo to create dendrograms, that is to say rooted
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clustering trees to visually check whether texts whose publication dates were similar ap-
peared close to each other in the tree.

Although such an approach is frequent in statistical textual analysis, as can be seen
with the examples of trees given in �gure 2.3), the comments of such trees are often limited
to noting that the tree structure obviously re�ects a chronological organization, without
evaluating it more precisely.

As can be seen on �gure 2.3, reordering the children of the second child of the root, by
putting its �rst child leading to the 1978 presidential address between its third child (above
all addresses of years 1969 to 1973) and its fourth one (above all addresses by François Mit-
terrand, of years 1981 to 1994), would improve the visual perception of this chronological
signal in the tree. However it is not possible to obtain the perfect chronological order on the
leaves by simply reordering children in the tree, as can be seen for example with this 1978
presidential addresses, which cannot be placed between the ones of 1977 and 1979 simply
by child order changes.

Therefore, in order to investigate the question of evaluating whether a clustering tree
displays the chronological signal of the elements it classi�es, the relevant problems would
be (GSLP21):

• Is it possible to reorder children in the tree so that the resulting order of the leaves
matches the chronological order perfectly?

• If this is not the case, would it be possible to reorder them so as to optimize consis-
tency between the order of the leaves and the chronological order?

• Would it be possible to obtain by pure chance such a level of consistency between the
optimal order of the leaves and the chronological order?

The �rst two questions reminded me of tanglegram problems, which I was teaching in
my courses about algorithmics for bioinformatics in the �rst year of master in computer
science at ENS Paris-Saclay. The most classical for the tanglegram problem consists, for two
binary phylogenetic trees T1 and T2 having the same set of leaves, in deciding whether it is
possible to reorder the children of its internal nodes so as to make the orders of their leaves
as similar as possible. The notion of similarity is counted, here, as the number of con�icts
between the two orders, that is the number of pairs of leaves which are not ordered in the
same way in both orders, which can also be viewed as the number of inversions in the
permutation obtained by labeling the leaves of the �rst input tree by 1 to n from left to
right and reading the order of labels on the second tree, starting from the same side of the
tanglegram.

The problem, which is NP-complete, is linear time solvable if the number of expected
con�icts is 0 (it can easily be turned into a planar graph detection problem on the graph
obtained by connecting by edges the roots of the trees and the leaves having the same label),
and solvable in O(n log n) if the order of leaves of the �rst tree is �xed (VASJG10), which
corresponds exactly to our second question above if the clustering tree is binary and if the
dates of texts are all distinct, which allows to �x the order of the �rst input tree accordingly.
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(a)

(b)

(c)

Figure 2.3: Hierarchical clustering trees of old English texts (�gure extracted from (Moi20)),
letters written annually by Victor Hugo (�gure extracted from (LL13)) and new year’s pres-
idential addresses in France (�gure extracted from (Leb16)).
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The problem, taking as input a tree T with labeled leaves and a strict order on the leaves of
T , is then called OTCM for One-Tree CrossingMinimization. I therefore implemented in
Python a more simple O(n2) version of this algorithm, also described in the same article10.

But the complexity of the problem in the general case of non-binary trees was not clear
and we called Laurent Bulteau to the rescue to study it. His intuitions quickly resulted in a
proof of NP-completeness for the problem, as well as for several variants (BGS22).

One of the variants which is interesting in terms of applications is OTDE, One-Tree
Drawing by Deleting Edges. In this variant, the optimization criterion to minimize is the
number of leaves to delete so that all con�icts disappear. This optimal value corresponds
to the permutation having the longest increasing sequence, which allowed us to design a
�xed parameter algorithm, parameterized by the maximum degree of the tree, based on a
dynamic programming approach inspired by the dynamic programming algorithm solving
the search for the longest increasing subsequence in a permutation. I also implemented
this algorithm, which runs in O(d!nd+2), where d is the maximum degree of the tree, in
Python11. An illustration of the output of this algorithm is shown in �gure 2.4.

Figure 2.4: An illustration of output of the script solvingOTCM andOTDE on a tree of novels
published by Émile Zola. Children of the internal nodes were reordered as shown by vertical
arrows to obtain an order of the leaves which has 30 con�icts with the chronological order
(shown with red boxes) and where 8 leaves can be deleted (the ones colored red) so that the
remaining leaves are in chronological order.

10The implementation is available at https://github.com/oseminck/tree_order_evaluation.
11Available at https://github.com/oseminck/tree_order_evaluation.
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2.3.3 Analyzing idiolect evolution of XIX
th
century authors

The two methods described in the previous sections were applied to a corpus of novels by
several proli�c writers of the XIXth century (SGLP22).

I contributed to the preparation of the CIDRE corpus (SGLP21a; SGLP21b) by providing
scripts to automatically download novels in the ePub format from various sources, using
simple HTTP requests for Project Gutenberg, BeQ and Gallica, and web browser automa-
tion with the selenium library for Wikisource12. Those scripts were later improved by Olga
Seminck13.

A key issue to build this corpus of more than 400 �ction books by a total of 11 authors
was to estimate the writing date of the novels. I helped to establish this data, automatically
by parsing the chronologically sorted results of queries to the general catalogue of BnF, the
French national library, to �nd the date of the �rst edition, sometimes manually by reading
the author’s page on Wikisource (where the �rst publication date is often provided, even
when the novel was �rst published as a serial in a newspaper) or by reading the preface.
Indeed, in the case of George Sand, for example, she who would often give context about
writing the novel, including the date, in the preface of new editions.

The methods presented in the previous sections allowed to identify authors for whom
there was a clear temporal signal in the textual data. A regression method was also used
to learn, for each author, a model to date their works based on part of their production
and guess the date of their remaining novels. This evolution of idiolect was then analyzed
for four authors for which good results were obtained, Honoré de Balzac, Daniel-Lesueur,
George Sand and Émile Zola (SGLP22), using the motifs highlighted by the regression anal-
ysis as the most useful for the automatic estimation of dates.

I focused on Daniel-Lesueur, where the following motifs are globally increasing over
time:

• a dash (for dialogue) followed by “quel”, “quelle” or “quels” (“which”), followed by a
common noun, followed by a question mark;

• a dot (end of the previous sentence), followed by an adverb, followed by a comma;

• “d’un tel” followed by a common noun (possibly in the feminine or plural form).

On the contrary, the following motifs are decreasing:

• “dire” (“say”), followed by a pronoun (“he”, “she”, etc.);

• “dans lequel/laquelle/lesquels/lesquelles” (“in which”);
12I thank François Briatte for the discovery of selenium, this is one of the many examples where people

I have met in the Confédération des Jeunes Chercheurs have made me discover new tools or practices which
have been helpful in my research.

13Scripts step1-getEBooks.py and step2-convertToTei.py available at https://github.com/oseminck/cidre/
tree/main/scripts.
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• “d’un tel” followed by a common noun (possibly in the feminine or plural form).

The �rst increasing and decreasing motifs mentioned above suggest that Daniel-Lesueur
changed her way of writing dialogues, choosing a more concise and energetic style, which
seems to be consistent with the evolution of the average sentence length, globally decreas-
ing in her works.

It is also interesting to see that distant reading tools such as Lexico (LMF+02) con�rm
some of the observed phenomenons on such higlighted motifs, when computing the over or
underrepresentation of some words in novels sorted by date (using the “speci�city score” of
Lexico). For example, the expression “dans lequel/laquelle/lesquels/lesquelles” (“in which”)
is statistically overrepresented in several early novels and underrepresented in later ones,
but the shorter equivalent “où” (“where”), is, on the contrary, underrepresented in earlier
novels and overrepresented in later ones.

2.4 Exploring local heritage with digital applications

In 2017, the selection of the I-Site Future project for funding by the Programme d’Investis-
sement d’Avenir, run by the French national research agency, ANR, resulted in local incen-
tives to encourage research on sustainable cities, which were con�rmed after the creation
of Université Gustave Ei�el in 2020 and the con�rmation of the I-Site Future label of the
university in 2022.

This created oportunities to start interdisciplinary projects with colleagues from other
laboratories of Université Gustave Ei�el, where the topics of historical heredity and urban
proximity would play a major role.

2.4.1 Uncovering the industrial past of cities

Involved in the Cité des dames project (see next section), whose goals included automati-
cally identifying urban locations in texts, Catherine Dominguès contacted me as she was
looking for funding for a doctoral project on automatically extracting information about
areas polluted by industrial activities from various kinds of administrative documents. I
gladly accepted to co-supervise the project with her and after she managed to secure fund-
ing for the project (half of the funding from ADEME, the French agency for ecological
transition, and the other half from IGN, the national institute of geographic and forest in-
formation), we hired Chuanming Dong who started his doctorate on this topic in October
2019.

A �rst challenge of this doctorate was to get textual data from several databases about
areas which may have undergone pollution or which are currently hosting industrial activ-
ities which may have a negative impact on the environment. As several databases existed
on this topic in the French administration, for example Aria, BASOL and BASIAS, an im-
portant task was to identify identical loctions in those database, based on the proximity of
these locations and the similarity of the rest of their metadata (Don23).
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Then, Chuanming extracted a corpus of texts from BASOL and worked on the automatic
extraction of events from these documents, for example pollution events or administrative
events about how to deal with this pollution, or about the company itself. The French
language model CamemBERT, created in 2019 (MMOS+20), was used to transform words
of the text into mathematical vectors, and deep learning methods (more precisely, Bi-LSTM
neural networks) were developed by Chuanming to look for various informations about
those events in the text (DGD21). He also developed a hybrid method, including semi-
automatic unsupervised learning methods and automatic supervised learning method in
order to design a semantic classi�cation of these events (DGD22). He also co-supervised
two students project to build a database and a map to display the extracted information
about the areas linked with industrial pollution. Together, we supervised the internship of
one of my �rst-year students, Noam Sebahoun, to obtain a practical web interface to explore
the extracted data, which was later improved during the internship of another student,
Clément Sicot, supervised by Catherine Dominguès14. Finally, this proof-of-concept tool
shows how we can use it to focus on an area and uncover its industrial past, with a possible
heritage of pollution to be dealt with by future generations.

2.4.2 Designing guided tours to discover women’s heritage in cities

It was during working sessions with Caroline Trotot in 2016/2017, for the ECLAVIT project15,
that I realized that women authors were often underrepresented in the literature corpora I
had been studying in previous research projects, in class during high school, and on my own
bookshelves. Further discussions on this topic resulted in my participation in the #HackÉ-
galitéFH hackathon, a one week-end event in March 2017 where, in a team of 5 people, we
developed the prototype of a website to encourage literature teachers to study more texts
written by women with their students. The project was awarded one of the three prizes of
the event, presented by Laurence Rossignol, the minister of women’s rights. It also led to
the creation of the association Le deuxième texte in September 2017, and to the VisiAutrices
research project16, which, in particular, produced a collection of digital books in the public
domain written by women17

With Caroline Trotot, we thought that this collection of texts could be one of the ways to
make the cultural heritage of women more visible in cities. This was one of the motivations

14https://clementsct.github.io/Carto_IGN_LIGM/
15The ECLAVIT project was supervised by Tita Kyriacopoulou and aimed at making several digital ap-

plications for text mining or text analysis developed in Université Paris-Est more interoperable (https:
//eclavit.hypotheses.org/).

16This project I directed from 2017 to 2019 was attributed a funding of 18218 euros by the CNRS and the
RnMSH (National network of Houses for the Social Sciences and Humanities). It resulted in particular in
the Histoires d’autrices website, available at https://citedesdames.github.io/histoires-autrices/, where several
datasets about literature teached or published in France can be explored to observe the evolution of the per-
centage of women among authors, and get more information about the canonicity of these women writers
(see e. g. (BCP23) which used the data for a quantitative analysis of canonicity in French 19th and 20th century
literature).

17Part of this collection can be explored at https://treecloud.univ-mlv.fr/philologic/visiautrices within the
Philologic web interface, developed by the University of Chicago and the ARTFL.
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to start the Cité des dames, créatrices dans la cité project, which was funded by Université
Gustave Ei�el from 2019 to 2023. One of the goals of this project was to provide tools to
help building guided tours of cities to discover how they were shaped by the creations of
women from the past. Automatically detecting urban locations in books written by women
was one of the ways to enrich those guided tours, and connect some places in cities with
the women who wrote about them. This motivated in particular the study described in
Section 3.2.2 to improve the results of named entity recognition algorithm, in particular for
geographical named entities, in texts of the 16th or 17th centuries.

This project also resulted in the development of several digital tools to discover the
cultural heritage of women in some French cities, which were mentioned in a Télérama
article in February 2024 (Fau14). In 2019, I supervized the internship of Gilles Avraam, who
coded the game Matrimoine GO !18, based on an idea by Edith Vallée, the author of a book
describing 20 guided tours, one for each Paris district, of several topics about the cultural
heritage of women (Val18).

In 2021, I supervized the internship of Ulysse Gravier, who developed a web application
for guided tours, Les promenades du matrimoine19, designed for smartphones, illustrated in
�gure 2.5. I contributed to the creation of the Promenade des Marguerite, a guided tour in
Paris about writers named Marguerite, with some colleagues from LISAA (a variant of this
guided tour was prepared, using the content we had gathered, by Sonia Thuillier, a tour
guide for Feminists in the City, during the �nal workshop of the Cité des dames project in
June 2023.). I was also involved in the creation of the guided tour of Marie de Gournay, a
17th philosopher, in Paris, with Suzanne Duval and her intern, Maéva de Sousa. I also added
extra content to a guided tour about Marceline Desbordes-Valmore in Douai designed by
several administrations of the city who had collaborated with members of the Société des
études Marceline Desbordes-Valmore in 2021 for the Festival Résonances. In August 2023, I
was able to experiment it by guiding a small group of teachers of French literature in Douai,
in a visit which was co-organized with the municipal library of Douai and the Musée de la
Chartreuse, who also o�ered a visit of their collections.

The same year, I also supervized the internship of Alexis Martinet who coded a web
application to explore historic travel narratives, where text or multimedia documents are
associated with each visited city mentioned in the text or in archives about the travel. We
used it, with Nicole Dufournaud and Caroline Trotot, for a study of Marguerite de Val-
ois’s journey to Flanders in 1577, described in her Memoirs20, as well as in a collaboration
also with Caroline zum Kolk about the grand Tour de France of Charles IX and Catherine de
Médicis from 1564 to 156621 and in a collaboration with Fanny Boutinet to represent Cather-
ine de La Guette’s journey to Bordeaux during the Fronde22. This application and its use

18https://citedesdames.hypotheses.org/110
19https://ulysseee.github.io/les-promenades-du-matrimoine
20https://citedesdames.github.io/de-ville-en-ville/?site=1. A presentation of this journey and the applica-

tion was given in a talk by Nicole Dufournaud, Caroline Trotot and myself, entitled “Identi�er, représenter,
penser les réseaux urbains de l’humanisme autour de Marguerite de Valois : l’exemple du voyage des Flandres
(1577)” at the workshop Les femmes dans les réseaux urbains de l’humanisme (1492-1615) in Bordeaux on June
30th, 2022.

21https://citedesdames.github.io/de-ville-en-ville/?site=0
22https://citedesdames.github.io/de-ville-en-ville/?site=3
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Figure 2.5: An illustration of the web application Les promenades du matrimoine with the
guided tour about Marceline Desbordes-Valmore in Douai.

in research, teaching and scienti�c mediation were presented in a talk by Fanny Boutinet,
Caroline Trotot and myself, also prepared with Nicole Dufournaud, entitled “Visualiser les
itinéraires historiques de récits de voyages féminins”, at the workshop Visualiser les récits
de voyage à l’ère du numérique : approche interdisciplinaires, on May 31th, 2024.

In 2022, I supervized the internship of Danie Lancea who implemented the website
Empreintes de femmes23 in order to display data on more than 100 guided tours about the
cultural heritage of women in France. This website, as well as the associated database,
is useful to have an overview of the diversity of such guided tours, called promenades du
matrimoine, which have increasingly been developed since 2015.

Those guided tours sometimes mention women appearing on street names or building
names. I also coded two web applications on this topic. Plaques du matrimoine, which I
started in 2019 to visualize streets or buildings named after women in a city, using data
from OpenStreetMap and from Wikidata, was improved in 2020 by an intern, Alan Akra24.
With Nom d’une plaque, one can search for the name of a person and display on a map of
France all streets named after her or him, using data from the Base Adresse Nationale, which
can also be exported as a table where the naming year is provided, extracted from an export
of the FANTOIR database25.

23https://citedesdames.github.io/empreintesdefemmes/
24https://perso-etudiant.u-pem.fr/~gambette/PlaquesDuMatrimoine
25https://citedesdames.github.io/NomDUnePlaque/
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This research project was a great opportunity for interdisciplinary collaborations, both
with colleagues in literature, and with Nicole Dufournaud, a specialist in digital humani-
ties and in women’s history. In particular, our cosupervision of interns, some of them in
literature such as Beatrice Mundo who wrote her Master’s Thesis about family and power
in the correspondence of Catherine de Médicis, under the supervision of Caroline Trotot,
was also a good way to work together.

44



Chapter 3

UncoveringHeredity from Similarity in
Digital Humanities

3.1 Text alignment and intertextuality . . . . . . . . . . . . . . . . . . 46
3.1.1 Automatic search for intertextuality . . . . . . . . . . . . 46
3.1.2 Multi-level text alignment for text genetics or visualization

of variants . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Modernizing texts using text alignments . . . . . . . . . . . . . . 50

3.2.1 Learning modernization rules from a parallel corpus . . . 50
3.2.2 Using modernization for named entity recognition . . . . 51

3.3 Other similarity models: uncovering the sources of classical
French theater . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3.1 Hyperpièces, a corpus of classical plays and their sources . 52
3.3.2 Detecting and analyzing structure similarities between

theater plays . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.3 Towards future work on early modern plays written by

women . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

45



Proximity, Similarity and Heredity: From Bioinformatics to Digital Humanities

The alignment of a set of homologous genes or proteins among di�erent species is a
classical �rst step before reconstructing their evolution history. A similar approach can be
performed in digital humanities when studying the di�erent manuscripts of some written
work, in order to reconstruct a stemma showing the history of copies written by di�erent
copyists. In the context of genetic editing, a similar approach can be used to reconstruct the
history of di�erent versions written by the author of some published works. Text alignment
algorithms can also be used without any genetical reconstruction purposes, for example to
identify relevant variants among several versions of a text, or, on a larger scale, to study the
historical evolution of spelling, in a language, when aligning the original and modernized
versions of large corpora of texts.

In this chapter, I show a few applications of the automatic detection of similarity be-
tween texts, using di�erent kinds of text alignment algorithms, in digital humanities, and
more precisely in digital edition. First, I will show a few digital tools which were developed
for text genetics, as well as for �nding possible sources of a text, when editing it. I will then
focus on a di�erent kind of heritage with tools developed to analyze the evolution of the
French language and to automatically modernize texts, aiming at making them more acces-
sible to the reader today, or to treatment by digital tools. Finally, I will focus on the case of
theater plays and new ways of evaluating similarity between plays to uncover in�uences
between their authors.

3.1 Text alignment and intertextuality

3.1.1 Automatic search for intertextuality

In 2016, I started to develop a Python script, called intertextFinder1, to look for intertextu-
ality between a target text and a corpus of possible source texts, simply based on the search
for identical 4-grams, i. e. sequences of 4 consecutive words, ignoring punctuation and
case, possibly extended if a longer match is detected.

This script was used in particular to look for common hemistichs between the play Le
Favori by Marie-Catherine de Villedieu and the database of theater plays available online
at https://www.theatre-classique.fr/, in a collaboration with Delphine Amstutz, when she
worked on a scholarly edition of the play, published by Hermann in 2017. The script also
helped Delphine Amstutz to uncover, in 2024, the sources of pages 119 to 145 of Augustin
Courbé’s 1648 edition of Le Barbon by Jean-Louis Guez de Balzac, by looking for them inside
Thomas Jolly’s 1665 edition of Les Œuvres de monsieur de Balzac, divisées en deux tomes. As
she suspected, it was a cento of Balzac’s correspondence published in the �rst volume of
the 1665 edition as well as 3 other sources found in the second volume, which had not all
been identi�ed by previous work. Note that this experiment was performed directly on the
text downloaded from Google Books, obtained by optical character recognition, without
manual postprocessing: the quality of the OCR is now good enough, even on 17th century
texts, so that portions of text of a few paragraphs can be e�ciently spotted with such basic
techniques as identical 4-gram search.

1https://github.com/PhilippeGambette/txtCompare
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Figure 3.1: Example of output of intertextFinder, on Augustin Courbé’s 1648 edition of Le
Barbon by Jean-Louis Guez de Balzac, looking for identical 4-grams with Thomas Jolly’s
1665 edition of Les Œuvres de monsieur de Balzac, divisées en deux tomes, when hovering
over the word “ne” before “regarde pas moins”.

Inspired by plagiarism detection tools, the output of the script, illustrated in �gure 3.1
is a webpage containing the text, where the �rst word of each 4-gram of the text which was
found in the input corpus is colored red, but with a paler color if the 4-gram is found with
a high frequency in the corpus: this may indicate that �nding this 4-gram in the corpus is
actually not signi�cant. Hovering over those colored sequences of words displays a tooltip
which lists the texts where it was found, also providing the position of the occurrences in
the texts.

I have used the script myself for another application, to quickly identify Marceline
Desbordes-Valmore poem’s contained in anthologies of her poetic works. This helped to
semi-automatically feed the database of more than 6800 editions of her poems I’m maintain-
ing online on the website of the Société des études Marceline Desbordes-Valmore2, which
I have been developing since 2020 and which was open to the public in 2023. The database
also references more than 1000 translations of poems in a total of 25 languages. A database
of musical score inspired by them poems was also started by Pierre Girod and Françoise
Masset, who had gathered about 100 digital scores. Using several sources (including the
general catalogue of the BnF, melodiefrancaise.com, RISM, Lieder.net and (Bod86)) more
than 600 musical scores are currently available in the database, including more than 400
with a link to a digital version available. Both corpora (editions of poems, and musical
scores of poems) will be useful for future projects I am currently planning, about the devel-
opment of text or text-music alignment algorithms and useful visualizations of their output,
in order to facilitate their analysis.

3.1.2 Multi-level text alignment for text genetics or visualization of

variants

I have already worked on text alignment algorithms, in particular in the context of the Cité
des dames project, when wondering about the di�erences between several versions of texts
written by women, for example, to select the most relevant as a reference digital edition for
example.

2https://societedesetudesmarcelinedesbordesvalmore.fr/oeuvrepoetique/
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The online version of the MEDITE tool (GFL04; SGB15), available at http://obvil.lip6.
fr/medite/, generally provides very relevant alignments of texts, even being able to spot
transfers of sequences of words. However, this software reaches its limits on long texts
(comparing distinct editions of books which are several hundreds pages long typically runs
for a long time), on cases where more than two versions of the text have to be aligned or in
cases where it would be convenient to ignore some minor modi�cations between the two
texts, such as modi�cations resulting from modernization.

I �rst coded a few scripts to get around some of these problems. For example, the Python
script pairwiseMedite.py3 simply calls MEDITE multiple times on all possible pairs of texts
in the input. It can also be called with di�erent parameters in order to compare successive
pairs of portions of the two texts, to reduce the computation time (but this requires to �rst
identify corresponding portions of the texts, such as chapters).

In 2023, I supervised the internship of Maxime Kremer who developed a text alignment
web application, COATL4, in Javascript, in order to run it directly in a web browser (which
makes it easier to integrate it into other websites) and to easily export the obtained result.
He focused on the case of word substitution in the alignment. The color of a word then
depends on how similar it is to the aligned word in the other version of the text: there is a
bright purple backgroung if both words are completely distinct, but the color is paler if the
words share the same grammatical function or even paler if they have the same lemmatized
version, as shown in �gure 3.2.

I also focused on the case of order change in editions of collections of texts such as poems
or short stories. Using Sankey diagrams to represent such changes of orders was actually
an idea already developed by Martin Paul Eve in 2016 (Eve16), when I coded it indepently
to represent the changes in the order of two editions of the Heptaméron by Marguerite de
Navarre, published in 1558 by Boaistuau and in 1559 by Gruget (see �gure 3.3), in the script
called SankeyCompare5.

This idea was extended to take into account the case of comparing 3 collections of texts
or more, as shown on �gure 3.4 by a visualisation of the order of poems in the poetry books
published by Marceline Desbordes-Valmore between 1819 and 18306.

This visualization allows to quickly identify poems which disappeared in the next edi-
tion of the poems, which ones appeared, and which ones changed color, meaning that they
are placed in di�erent sections of distinct editions of the poetry books. For example, “Le
sommeil de Julien” was �rst placed in the section of “Romances” in 1819, then placed among
the “Elegies” in 1820, then again among the “Romances” in 1822 and 1830.

The �rst feedback from researchers involved in the team supervised by Christine Planté
and Andrea Schellino to edit the poetic works of Marceline Desbordes-Valmore was that this
�gure is not easy to read and that a classical concordance table would be useful. I therefore
added a concordance table below this visualisation, making it sortable by any column to
answer the needs of colleagues in literature.

3https://github.com/PhilippeGambette/txtCompare/tree/master/pairwiseMedite
4https://maxb9f.github.io/COATL-LIGM/
5https://philippegambette.github.io/txtCompare/sankeyCompare/index.html?id=0
6https://igm.univ-mlv.fr/~gambette/2018Visiautrices/MarcelineDesbordesValmore/RecueilsPoesies/
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Figure 3.2: Example of the output alignment computed by COATL for the 1830 and 1855
editions of La Maison du Chat-qui-pelote by Honoré de Bazac. Deletions are shown in red,
insertions in blue and substitutions in purple, with a paler color if some level of similarity
is observed between the two words.

Figure 3.3: Sankey diagram built by SankeyCompare to compare two editions of the Hep-
taméron by Marguerite de Navarre, published in 1558 by Boaistuau and in 1559 by Gruget.
Short stories are colored depending on which day of the 1559 edition they are associated
with.
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Figure 3.4: Overview of an interactive visualization of the �rst poetry books by Marceline
Desbordes-Valmore published in 1819, 1820, 1822, 1825 and 1830. Each colored dot repre-
sents a poem. Two linked dots correspond to consecutive editions of a poem, details appear
in a tooltipe when hovering over the link and clicking on the link redirects to an automatic
alignment between the two versions of the poem.

3.2 Modernizing texts using text alignments

3.2.1 Learning modernization rules from a parallel corpus

In 2020, with Eleni Kogkitsidou, who joined the Cité des dames7 project for one year as
a postdoctoral researcher, we supervised the internship of Jonathan Poinhos, a �rst-year
master student at Université Gustave Ei�el, to create a tool to automatically modernize old
French texts. We actually targeted texts from the 17th century and after, and we designed
an approach intensively based on text alignment. The ABA method (for Alignment-Based
Approach), implemented in Python and available at https://github.com/johnseazer/aba, has
two goals:

• to analyze a parallel corpus made of sentences in 17th century French and their nor-
malized version in 21st century French, in order to identify frequently transformed
sequences of characters;

• to deduce from this analysis a set of character transformation rules to automatically
modernize a text from the 17th century or later.

7See section 2.4.2 for a presentation of this project.
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First (GBG+22), the idea was to re�ne the alignment of the parallel corpus at sentence
level into an alignment at word level, allowing to build a modernization dictionary (asso-
ciating each word of the original version of the texts with the corresponding word in the
modernized version). By re�ning it further into an alignment at character level, it was also
possible to observe frequent transformations of sequences of consecutive characters. Those
transformations were grouped into observation rules, such as the transformation of the
su�xes “ois” and “oit” into “ais” and “ait”. These groups of observed transformation rules
were also linked with published descriptions of the evolution of the French language (Pel95;
Vac10) in (GGBS23).

Secondly, several frequent character transformation rules observed in the analysis de-
scribed above (BPK+22) could actually be coded by Jonathan Poinhos as rewriting rules
transforming portions of words (e. g. a �nal “ois” into “ais” to express the past tense of
imparfait). So, for each word of the input text, after �rst checking if the word is present in
the general large-coverage French lexicon Morphalou 3.1 (ATI23) (in which case we keep
it), or if it is present in the replacement dictionary we learned from a parallel corpus of
original and modernized versions of texts (then we replace it by the observed modernized
version), we test every possible combinations of rewriting rules and for each obtained can-
didate result, we check in the Morphalou lexicon if it is present, in which case we output this
candidate. If it does not apply to any of them, we keep the initial word. Although limited
to words whose modernized version is present in the Morphalou lexicon, this technique
nevertheless yields good results in practice, much better than word replacement method
based on a collaborative word replacement dictionary used in Wikisource.

This approach was included in a study made with the coauthors who also worked with
us on the description of the evolution of the French language, Simon Gabay, Rachel Baw-
den, Pedro Ortiz Suárez and Benoit Sagot (BPK+22). We obtained the results in Figure 3.5,
which show that statistical machine translation obtains the best results for most evaluation
criteria.

Being implemented as a simple Python script with few dependencies, tje ABA method
was deployed on the web server of LIGM and is currently available at http://igm.univ-mlv.
fr/~gambette/text-processing/aba.

3.2.2 Using modernization for named entity recognition

We also used the alignment-based modernization method ABA, presented in the previous
section, for a study where we compare the performance of automatic methods for geo-
graphical named entity recognition on texts of the 17th century (KG20). Several methods
are applied to the original and to the manually or automatically modernized versions of the
texts. The obtained results are displayed in Figure 3.6. They show that the CasEN method
developed in Tours, based on local grammar graphs implemented in Unitex, with a post-
processing designed to avoid confusion between place names and person names, obtain the
best results on manually modernized texts. This shows the importance of modernization
in this case.

More recent results, which were obtained with a neural network model (BiLSTM-CRF)
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Figure 3.5: Results of the modernization approaches on the test set. “+ Le�f” indicates that
a lexicon-based post-processing was applied. Word accuracy is also evaluated on out-of-
vocabulary tokens.

trained on 17th century texts, yield an F-measure of 0.84 for geographical named entities.
This result, which is comparable to the one we obtained on another corpus of manually
modernised 17th century texts suggests that it would be interesting to make an extended
study of this entire range of methods for named entity recognition on early modern texts.

3.3 Other similarity models: uncovering the sources of

classical French theater

Sometimes, similarity between two texts goes beyond the similarity between their sequences
of words. This is particularly true for theater plays in cases where the author claims to
have been inspired by another play, or chooses to adapt a play describing another context,
or written in another language. This section presents new approaches taking into account
structure similarity to detect such in�uences.

3.3.1 Hyperpièces, a corpus of classical plays and their sources

During her doctorate at Sorbonne Université, Céline Fournial had studied the sources of the
French classical theater. More precisely, the appendix of her doctoral thesis (Fou19) listed
more than 500 tragedies, comedies or tragicomedies, as well as the texts she had identi�ed as
sources. In 2020, I structured this data into a database and we designed a website to explore
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Figure 3.6: Precision, recall and F-measure obtained by 6 tools for geographical named
entity recognition, respectively on the original corpus (“original”), the automatically mod-
ernised corpus (“auto”) and the manually modernised corpus (“modern”).

this corpus, Hyperpièces. I coded it as a free software in HTML, CSS and Javascript using
Google Sheets as data sources, available at https://celinefournial.github.io/hyperpieces/. It
uses Sankey diagram visualizations, shown in Figure 3.7, to illustrate the in�uences of spe-
ci�c categories of texts, namely French, Italian or Spanish plays, as well as biblic or antique
texts, which inspired those plays. Focusing on the in�uences between French plays, I also
coded the interactive visualization of the directed acyclic graph displaying those in�uences,
where plays are displayed according to their publication date, illustrated in �gure 3.8. Im-
ages of title pages of published plays were also included in the website, as well as editions of
the plays, either in image or text version. An attempt to automatically look for scanned ver-
sions of the plays in Gallica only allowed to �nd a few dozen plays available online, due to
variants between titles in the Catalogue général de la Bibliothèque nationale de France and in
the Hyperpièces database. Similarly, automatically looking for plays encoded in XML-TEI
available at theatre-classique.fr only resulted in a few identi�cations and had to be com-
pleted manually.

Two natural questions emerged from these visualisations:

• would it be possible to automatically detect in�uences between plays, based on some
similiarities between them?

• would it be possible to characterize more precisely which kind of in�uence is ob-
served between two plays?

A partial answer to these questions is provided on the website by giving the possibility
to compare the character networks of two plays, and therefore to observe possible simi-
larities between character names or interactions. In the character networks representation
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Figure 3.7: Sankey diagram displaying French plays from 1550 to 1650 with Spanish sources.
The interactive version at https://celinefournial.github.io/hyperpieces/ also displays the
name of both plays when the mouse hovers a link between them.

Figure 3.8: “Lineages” of French plays. The interactive version
at https://celinefournial.github.io/hyperpieces/ also displays the name of both plays
when the mouse hovers a link between them and compares the character networks on the
two plays when clicking on the link between them.

of a play, the vertices of the network represent characters of the play and an edge (a, b) is
present if characters a and b speak in the same scene. A weighted directed character net-
work can be de�ned similarly, except arc (a, b) is weighted by the length of the text said
by character a in scenes where character b also speaks. Those de�nitions allow to build
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such graphs, in practice, directly from the XML-TEI encoding (Bur14) of the theater plays,
where each portion of the text is associated with the character who says it and with the
scene where it is pronounced.

The Hyperpièces website includes character network visualizations coded by Frédéric
Glorieux for the Dramagraphe project8, which I modi�ed to help compare plays encoded in
XML-TEI by visually comparing their character networks. First, the vertices representing
characters are displayed in a circle, in the order they appear in the play. Furthermore, arc
(a, b) is colored red if character b is dominated by character a in the play, which was de�ned
by Solomon Marcus as the fact that a appears in every scene where b also appears (we
slightly adapted the de�nition to be able to automatically evaluate it with the information
of our encoded texts, considering that b is dominated by a if a speaks in every scene where
b speaks). These two modi�cations aim at highlighting other possible similarities between
characters among two theater plays beyond their speaking relationships on scene, namely
the fact that they appear in similar order, and the fact that the domination relationships are
preserved.

3.3.2 Detecting and analyzing structure similarities between the-

ater plays

As di�erent possible ways of modeling theatre plays may be useful to detect di�erent kinds
of similarities, and possibly in�uences, I wrote a research internship o�er, in Autumn 2020,
to explore various kinds of models, based on sets of words, trees or networks, and design
similarity detection approaches for those models. Aaron Boussidan, a student at ENS Paris
Saclay, who had used the “césure” arrangement to interrupt his studies for one year to
study theatre and practice acting, chose this internship. He also obtained funding from the
ENS Paris-Saclay to start a doctoral project on models and methods for the detection of
similarities between theater plays, with Cyril Nicaud as the doctoral director, myself as the
main supervisor and Pierre Bourhis as a co-supervisor. Aaron worked both on a typology of
similarities between them (sequel, prequel, full rewrite of the story, adaptation to another
context, etc.) and on possible models to express various kinds of similarities between plays.

I had already been working, during my PhD, on a “distant reading” approach, to study
the similarities between two theater plays by Corneille, Cinna and Othon, with Delphine
Amstutz. We had used TreeCloud visualizations, as well as several functionalities of Lexico
3, to highlight di�erences between the two plays, which both deal with the links between
love and power, but with di�erent views. This methodology based on statistical represen-
tations of the texts, called “textométrie” in French, requires human interpretation of those
representations to analyze the texts, I therefore wanted to develop more automated ap-
proaches.

In particular, the character matrices studied by Marc Douguet in his PhD thesis, which is
similar to an earlier model introduced by Solomon Marcus (Pos74; BN74), seemed relevant,
with possibly interesting algorithmic challenges for problems aiming at reordering the lines

8https://obvil.huma-num.fr/dramagraph/
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of the matrix optimally to �nd similarities between them. Indeed, those binary matrices
represent the presence or absence of characters in scenes of a play, the scenes being the
columns of the matrix and the characters being its lines. This model therefore introduces
a natural order among the characters (the order of the line), whereas it would be more
relevant to consider unordered sets of characters per scene. Then, comparing two plays
would consist, according to this model, in comparing two sequences of sets of characters,
and therefore trying to �nd a mapping between characters such that some edit distance
between the two sequences of sets of characters on the same alphabet is minimized. Looking
for a simpler version of the problems, where sets are simply singletons, we realized that
adopting this model would actually correspond to studying the succession of characters
in the play. Maxime Crochemore told us that this problem of mapping characters of the
alphabet of the �rst string to characters of the alphabet of the second string in such a way
that the optimal edit distance between the two strings could be found had already been
studied in the stringology literature, under the name “parameterized matching” (Bak99;
HLS07; KKL09).

Let us give a more formal de�nition of the main parameterized matching problem we
studied, PMd and show the link with our application of interest.

De�nition 1. We consider an edit distance d, that is a function which, given two words, counts
the minimum number of operations (chosen among insertion, i. e. adding a character in the
string, deletion, i. e. removing a character in the string and substitution, i. e. replacing a
character in the string) to obtain the second word starting from the �rst word.

The Parameterized Matching problem under d, denoted by PMd, is de�ned as:

• Input: an integer k and two words u and v on the alphabet Π ∪ Σ, where Π is called
the alphabet of parameters and Σ is the alphabet of constants.

• Problem: Does there exist another word u′ on the alphabet Π ∪ Σ such that d(u, u′) ≤
k and u′ and v are parameterized matching, i.e. there exists a one-to-one character
mapping function f : Π ∪ Σ→ Π ∪ Σ such that:

– ∀c ∈ Σ, f(c) = c,

– ∀c ∈ Π, f(c) ∈ Π,

– and f(u′) = v ?

An example of positive instance to PMdDIS , where deletions, insertions and substitu-
tions are allowed as edit operations, in given in �gure 3.9.

In (BBG23b), we study the computation complexity of several variants of this problem,
depending on the operations allowed in the edit distance (see table 3.1). We obtain similar
results for other variants of the problem, namely function matching, where the one-to-
one requirement for the function in the de�nition of parameterized matching is dropped,
which actually results in two di�erent natural ways of de�ning the problem. To handle
these NP-complete problems in practice, a MaxSAT encoding of the problem is provided
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u = TMTMTMTMTMMAUAUAUAUOUOJUJUJMJMJMJMJ
v = NMNMUMUMUMUMUMKUKUOUOKUUMUMUJUJUJJUJMJMJMJM

(a)

TMTMTMTMTM_MAU_AUAUAUO______U_OJU_JUJMJMJMJMJ
====|=|=|=+=-=+====|==++++++=+|==+==========-
NMNMUMUMUMUM_UMKUKUOUOKUUMUMUJUJUJJUJMJMJMJM_

(b)

Figure 3.9: (a) The words u and v associated with the �fth act of the theater and opera
versions of Médée by Pierre and Thomas Corneille respectively; the letter-character corre-
spondence is the following: A: Créon, J: Jason, K: le chœur, M: Médée, N: Nérine, O: Cléone,
T: Théodar, U: Créuse. (b) An alignment (deletions are denoted by -, insertions by + and sub-
stitutions by |) showing that considering alphabets Σ = {J,M,O,U} and Π = {A,K,N,T},
the integer k = 17 and words u and v provide a positive instance of the PMdDIS problem,
with character mapping function f such that f(T) = N and f(A) = K and word u′ =

NMNMNMNMNMMKUKUKUKUOUOJUJUJMJMJMJMJ.

for the PMdID problem. It was coded by Aaron Boussidan using the MaxHS solver (Dav14)
available at http://www.maxhs.org and I also coded a simple brute-force algorithm trying
all possible bijections for the alphabet of parameters, which is therefore an FPT algorithm
in the size of the alphabet of paremeters9.

d ∅ S
∅ P (Bak99) P (HLS07)
D np-complete (Th. 12 of (BBG23b)) np-complete (Corr. 14 of (BBG23b))

I np-complete (Cor. 14 of (BBG23b)) np-complete (Cor. 14 of (BBG23b))

DI np-complete (KKL09) np-complete (Th. 13 of (BBG23b))

Table 3.1: Complexity of the variants of parameterized matching PMd, depending on the
kind of operations (D: deletion, I: insertion, S: substitution) allowed in the edit distance d.

This parameterized matching approach seems relevant for adaptations of plays from
one language to another, as character names are sometimes changed in the process. In
this case, the optimal alignment found outputs a character mapping function which may
identify the right characters between the two plays, but an accurate alignment of the lines
spoken by the characters requires to take into account the semantic content of these lines.

In (BBFG24), we focus on this after identifying a few pairs of plays whose parameterized
distance is quite low.

9https://github.com/AaronFive/paramatch/
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3.3.3 Towards futurework on earlymodernplayswritten bywomen

I was invited in 2023 to provide an overview on the availability of digital versions of early
modern plays written by women, by the organizing team of the workshop Théâtre de femmes
du XVIe au XVIIIe siècle : archive, édition, dramaturgie. Using my previous experiences
with the Hyperpièces project (see section 3.3.1) and with the #Theatrices2022 project of
association Le deuxième texte for which I had collected more than 200 theater plays written
by women10, I started to develop a database of early modern plays written by women, using
other databases as sources such as Le théâtre français de la Révolution à l’Empire 1789-181511,
the Répertoire du théâtre français imprimé au XVIIe siècle12, the Table des femmes auteurs,
entrepreneurs et salonnières by David Trott13 or the Projet Play Summary 1814.

The website displaying this database is illustrated in �gure 3.10. The references of more
than 380 plays written by a total of more than 100 women writers, which can be associated
to more that 180 scanned versions digital books, with more than 60 whose text is also
available online. Each play was also associated with a Wikidata item, in order to encourage
reusability of this data and future studies on this corpus of plays written by women.

Figure 3.10: An overview of the Théâtre de femmes 16-18 website, available at https:
//citedesdames.github.io/theatre1618.

10https://george2etexte.wordpress.com/2022/03/11/les-femmes-savantes-precieuses-a-plus-dun-titre/
11https://theatre1789-1815.e-monsite.com/
12https://repertoiretheatreimprime.othone.org/
13http://homes.chass.utoronto.ca/~trott/fem_aut.htm
14https://web.archive.org/web/20220513122818/http://playsummary18.org/
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Conclusion and future work

L’avenir m’a promis de riantes pensées.

Marceline Desbordes-Valmore, « Le retour à Bordeaux »,
Élégies et poésies nouvelles, Paris, Ladvocat, 1825.

This document summarizes my main research results on topics related to similarity,
proximity and heredity, in bioinformatics, mostly in the domain of phylogenetic networks,
and in digital humanities, where I show a special interest in alignment algorithms. For
digital humanities, it illustrates how I have tried to get a full grasp of this research domain
I had partially started to explore during my doctorate.

I have collaborated with several researchers in the humanities to fully understand their
needs, not always being able to answer them with digital solutions, but sometimes being
able to develop a useful tool or to extract an interesting theoretical problem for a theoret-
ical study. I think that instead of simply trying to apply methods developed for biological
sequences to texts, it is more relevant to get a good undestanding of the speci�cities of
the input data in order to identify the right approach. This may lead to use the toolbox of
algorithmics for bioinformatics or natural language processing, or to automatize classical
approaches developed in the humanities, or uncover convergences between the two.

Instead of performing hands-on bench work related with the acquisition of biological
sequences, I have developed several skills in acquiring, handling and making available tex-
tual data for projects in literature. In particular, I’m happy that my e�orts to gather data, in
the last �ve years, on the works of Marceline Desbordes-Valmore, helped to uncover texts
which were unknown to specialists, and to gather a corpus which will open new research
perspectives on her works, for example for genetic editing, or about the links between her
poetry and music. Making tools available for the team currently working on a paper edition
of her poetry works, supervised by Christine Planté and Andrea Schellino, is also a good
way of both getting to understand the needs of the team and observing if the implemented
functionalities are fully adequate solutions.

Working on the cultural heritage of women has convinced me that there is a lot to ex-
plore in many understudied texts written by women in the public domain. It is particularly
exciting to be able to develop new digital tools and to test them on corpora where it may
be easier to quickly �nd interesting and new results.

Being involved in open science, in particular through my mission at Université Paris-
Est Marne-la-Vallée in 2019 and then at Université Gustave Ei�el in 2022 and 2023, I am
also making some e�orts to make my research data available under open licenses. I also
contribute to wikis related with the Wikimedia Foundation, for example Wikidata, Wiki-
media Commons or Wikisource, which I also use in my research projects. This approach
also opens new project ideas for the years to come. For example, the automatic evaluation
of the quality of proofread texts on Wikisource is an interesting question with several as-
pects to study. It could bene�t from a detailed analysis of variants spotted by automatic
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text alignment algorithms between successive versions of proofread pages to be able to
characterize the corrected errors. But other issues such as the choice of edition to make
available may also be studied using data anlysis. Furthermore, a more extensive use of data
from Wikidata for text mining or text analysis, using recently developed representations,
such as graph embeddings, or clever ways of using genealogical data (for historical texts in
particular), also seems promising.

Several years of involvment in CJC, Confédération des Jeunes Chercheurs and in ANDès,
Association nationale des docteurs, have convinced me that supervising research, and most
of all, people who do research, is not an easy task. I knew, in theory, that trying to repro-
duce the ideal conditions o�ered to me by people who supervised my research activity,
Denis Bertrand, Olivier Gascuel, Daniel Huson, Michel Habib, Vincent Berry, Christophe
Paul and Alain Guénoche, may not be su�cient with everyone. But I was able to exper-
iment it in practice, and �nding solutions when problems occur is not an easy task, but
I’m probably able to anticipate problems now, more so than 12 years ago. It is even harder
when time is limited by the amount of emergencies to deal with every day, but I hope I will
continue improving my organization and time management skills.

In addition to these issues, encouraging diversity in the team of people I am interact-
ing with is also important for me. So far, I have mostly been able to experiment it when
hiring interns, which was more frequent than hiring PhD candidates or postdocs. Taking
risks, sometimes, for example with foreign students or with a few students who had some
di�culties in class, has so far mostly been rewarded with very nice results and sometimes
impressive realizations. The challenge for the years to come will therefore be to continue
attracting brilliant early-stage researchers, like Chuanming Dong, Eleni Kogkitsidou and
Aaron Boussidan, to work on theoretical or applied topics in digital humanities. This will
be essential to continue to develop new approaches, based on powerful algorithmic ideas,
in order to obtain practical and easy-to-use tools and methods, taking advantage of the ones
already developed over the last ten years.
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Abstract

This habilitation thesis gathers several studies in computer science on the notions of
proximity, similarity and heredity, with applications in bioinformatics and in digital hu-
manities. The �rst part covers phylogenetic networks, which, reconstructed from similar-
ities between biological data, make it possible to model complex hereditary relationships
between biological species. Algorithmic solutions to reconstruction and characterization
problems are presented, along with properties related to the counting of these networks
or their components. The second part proposes several proximity-based data mining ap-
proaches that can be mobilized in digital humanities, in particular through network par-
titioning, word tree construction or the detection of temporal proximities in text corpora.
The third part presents several methods for analyzing the heredity relationships between
several texts, by aligning them at di�erent scales, detecting intertextual relationships, or
studying several versions at di�erent successive states of the language. This work illus-
trates not only the possibility of adapting to digital humanities methods and algorithms
inspired by bioinformatics, but also the interest of using simple digital models such as se-
quences, trees or networks to propose new methodologies for textual data analysis.

Résumé

Ce mémoire d’habilitation à diriger des recherches réunit plusieurs travaux en infor-
matique sur les notions de proximité, de similarité et d’hérédité, avec des applications en
bioinformatique et en humanités numériques. La première partie est dédiée aux réseaux
phylogénétiques, qui, reconstruits à partir de similarités entre données biologiques, per-
mettent de modéliser des relations d’hérédité complexes entre espèces biologiques. Des
solutions algorithmiques à des problèmes de reconstruction et de caractérisation et des
propriétés liées au comptage de ces réseaux ou de leurs composants sont présentées. La
deuxième partie propose plusieurs approches d’exploration de données fondées sur leur
proximité qui peuvent être mobilisées en humanités numériques, en particulier par du par-
titionnement de réseaux, la construction d’arbres de mots ou la détection de proximités
temporelles dans des corpus de textes. La troisième partie présente plusieurs méthodes
visant à analyser les relations d’hérédité entre plusieurs textes, qu’il s’agisse de les aligner
à diverses échelles, d’y détecter des relations d’intertextualité, ou d’en étudier plusieurs
versions à divers états successifs de la langue. Ce travail illustre non seulement la pos-
sibilité d’adapter aux humanités numériques des méthodes et algorithmes inspirés par la
bioinformatique, mais aussi l’intérêt de se fonder sur des modèles informatiques simples de
séquences, d’arbres ou de réseaux, pour proposer de nouvelles méthodologies d’analyse ou
de visualisation de données textuelles.
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