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Abstract,

T-norm with threshold firstly is introduced by
Dubois and Prade [4] and more considered by
Inacu [5]. Then some new classes of t-norms
with threshold, t-conorms with threshold and
fuzzy implications with threshold are discussed
in [6,7]. This paper is devoted to the definitions
and some new properties of these operators.

L.Introduction

T-norms ,t-conorms and fuzzy implications are
basis connectives in fuzzy logic. Threshold is
also an important natural concept in many real-
world  problems. A combination of these
concepts should give a new approach to new
problems of the intelligent systems.

T-norm with threshold firstly is introduced by
Dubois and Prade [4] and more considered by
Inacu [5]. Then some new claseses of t-norms
with threshold, t-conorms with threshold and
fuzzy implications with threshold are discussed
in [6,7].

In this paper we will give some new properties of
these connectives . Some new operators have
been added in Fuzzy ToolBox of the MatLab.

2. T-norm with threshold

Definition 2.1. T-norms are functions t: [0,1] x
[0,1] — [0.1] which satisfy the following
conditions :

i/ t(1x)=x, for any x

i 1xy) = ty.x)

i/t xpy ) Stxayl), if xS x Y1y
v/t t(x,¥).z) =1t x, t{y,z)), for any O=x,y,z= |

( see [1.p.30], [3, p-82]).

Some t-norms are the followings:

* min (Zadeh) t(x,y) = min (x.y)

* production t(xy)=xy

* Lukasiewicz: t(x,y) = max{x+y-1,0}
L]

Hx, ¥)=nmmy (x, ¥ =

_ | min{xy]
1o

= drastic product t-norm
Zxy) = { min{x,y} if max(xy)=1

if x+y>1
if x+y<|

0 if max(xy) <!

Let o be
I E TR
Let t;(x,y), ta(x,¥) be t-norms such that
<ti((xy) for O=xy=<1.

a threshold, ie. o =(u;, o3).

(xy)

Definition 2.2. A tnorm  with threshold
T(x.y.) is defined on [0,1] x [0,1] by

1, (x,y)
T(xy.a) = { ij-‘t’.'”

if @y <x and a,<y
if x<a ory<a,

T(x,y.ct) is 2 t-norm with threshold of first
type if
Txy,a@) ={

min{x,y) ifo; =x and cx <y

t2(x.y) fx<eyory<eam

Let ty(x,y) be a t-nmorm such that
ta(x,y) < xy forall x,y

T(x,y,a) is a
threshold if

Larsen” t-norm  with




Tlxya) = Y ’ff a; <xand a,<y
Lixy) If x<a@ory<a

Proposition 2.3. For any threshold (v
T(x.y,a) have the following properties:

i) Z(xy)< T(x,y,a) <min (x,y) forany xy.
ii) T(x,y,at) is monotone nondecreasing in X,y
and monotone nonincreasing in o,

iii) T(x,l,a)=T(1,x,0) =x, forany x,

iv) T(x,0,0)=T(0x,a)=0, forany x.

]

The commutativity and the associativity of the t-
norm with threshold are not allways hold. We
shall consider the following example.
Assume that o2 <oy . Let x=(x;, x2) bea
point such that ay<x;< 1, a; <x; <oy , Since
Xxp2a; and Xz 2dx , T(XX0) = H(x,%) =
min (X,%2) = %2 . But % < oy, the t-norm  with
threshold T(x3.x1.@) = ta( x3,%1). If we choose
tz(x,¥)= xy, we have T(x;,x,0) = x1x2 < x2. It
means T(xpx2.a) # T(xz, xp.a).
For the associativity we consider the following
example.
Assume ;= 0.5, a:= 032, (x,y,2) =( 0.6, 0.4,
0.3). Then we choose t)(x;,x:) = min (x1,X2),
ta(x,y) = x.y. T(xy.¢t) = t1(x),%2) = min (0.6,0.4)
= 04. Thus T(Tya)lza) = 12(04.03) =
0.12. But T(y,za) = T(0.4, 0.3 ,a) =0.12
and therefore

T(x, T(y,z,e),et) =1{ 0.6, 0.12) = 0.6 = 0.12
=0.072 = T(T{x,y,a),za).

Mow we denote a = min (o,02),b = max (o, az).
Denote

D*(e) ={(x,¥): bSxy <1},

Do) ={(x.¥): 0 =x<a or 0 <y<a or asxy
<h}

Proposition 2.4. The t-norm with threshold
T(x,y,a) 1is commutative, i.e. T(xya) =
T(y.x.,et), if (x,¥) belongs one of the following
sets : D*(at) , Do().

If o) =y, then T(x,y,a) is commuiative on
[0,1] = [0,1].

Example 2.5.
il
A
1 7
1
04
0 02 1 X

T{K,F,G} ={mlﬂ{xﬂl"} if02<xand 0.4s< y

max{x+y-1, 0} ifx<02o0ry<04

3. t-conorm with threshold

Definition 3.1. t-conorms are functions s: [0,1]
x [0,1] — [0,1] satisfying the following
conditions :

i/ s(ox)=x, for any
it/ s(xy) = s(y,x)

i/ s(xpy1) Ss(xy2), if 12 X2, i w2

iv/ s(s(x,¥).z) =s( x,8(v,2)), forany 0 =x,v,z< | .

xe [0,1]

(see [1,p.31], [3,p.82])

Let B be athreshold, ie. B =( By, B2), 0 <P,
Ba< 1.

Let si(xy), s:xy) be t-conorms such that

si(x,y) < sa(x,y) forall x,y.

Definition 3.2. T-conorm with threshold
S(x,y, P) is defined by

[sixy i x$B andy<p,
BRAs { sixy) i B<xorfo<y
A t-conorm with threshold of first type S(x.y, )

is defined on [0,1] x [0,1] by

miax(x,y) if x fﬁ; and 3 S'ﬂ;r
SV B =1 s3x) iffi<xorfa<y
We denote s.(x,y) is the t-conorm, such that

s.(x,y)=max(x.y), if min(x.y)=0, and s.(x.y)= 1,
otherwise.




Proposition 3.3. For any threshold B
S(x,y.,B) have the following properties :

1) max(x,y) < S(x,v.p) < s+(x,y) for any x,y
i) S(xy,B) is monotone non-decreasing in X,y
and monotone non-increasing in B

i) S(0.x,B) =x=8(x.0,p), for any x,

iv)  8(1,xp) =1=8(x,1,p), for any x.

Analogously to the t-norm with threshold , the
commutativity and the associativity of the t-
conorm with threshold are not allways hold.

Example 3.4,
L 50 0
S
A
1
0 1 v,

ifx<0.6 and y<0.6
if0.6<x or0.6<y

max(x,y)

Sx.p) z{x-!-y-xy

4. De Morgan triples

Definition 4.1. A function n : [0,1] — [0.1]
satisfying conditions : n{0) =1, n(1) =0 ,
nonincreasing is called a negation.. If n(n(x)) =
x for all x, the negation is a strong negation.

[2, p.100].

Let tbe at-norm, let s be a t-conorm and let
n be a strong negation.

Definition 4.2. The triple (ts.n) iscalleda De
Morgan triple if
n(s(xy)) = t{n(x),n(y)) forall xy.

Let T(x,y,x) be a t-norm with threshold . let
S(x,v,p) bea t-conorm with threshold .

Definition 4.3. The triple ( T.S, n) is called a
De Morgan triple with threshold if
n( S(x,y.p)) = T(xy@) forall xy.

Theorem 4.4. Let (t1,81,n), (t2,52,n) be a De
Morgan triple, n be a strong negation. Let T be
a t-norm with threshold cx and let S be a t-
conorm with threshold B and B =n (), then
the triple ( T,S,n) is a De Morgan triple with
threshold .

3. t-norm with threshold and genertors

Let + be a t-norm, let be an order
isomorphism, f & Aut(I)(see [2,p.87]).

Denote r"(a) = ffa,a), .'j(c:)= r(a.r'(a,a}). and so
on. A t-norm is nilpotent if for a =1, fa) = 0 for
some positive integer n, the n depending on a.. A
t-norm is strict if for @ = 0, ("(a) > 0 for every
positive integer n. (see [2,p.90]).

Theorem 5.1. Define 7', by

T,(x,¥) = £ (t(f(x). f())) for 0<x,y <]
The function T, is an t-norm.

Moreover if 1 is a continuous, Archimedean,
then Tis also continuous and Archimedean.

Let #=(a,,a,) be a threshold. Define

a =(f"(a). [ (a,)).

Theorem 5.2. Let T(x, v,a) be a t-norm with
threshold @ .The function 7, : [0,1]x [0.1]— [0.1]
defined by

T, (x.y,a) = (T(f(x). f(»)ha)
for0=x,y=<1
is a t-norm with threshold « .

Proof

First, we suppose x= f (&) and y = 7' (a,)
Since f is an order isomorphism, we have
f@2 N a), [z (@),

e f(x)za, f(y)za, ,then

T, (f(x). S ) = £ (S (x), [(¥),)

= (1 (f(x), £




I\f}nrenver. using theorem 5.1, the function
I ((fx).f6))) is an t-norm.

If x< f™(a,) or y< f'(a,), then

S < 7 (@) or fi) < ff (e | e

x<a or y<a,

Therefore

Iy(xope )= fUI(f(x), f(3),a)

= L7 (), £
Moreover the function f~'(z,(f(x), /() is a

t-norm.
Finally, we have

LG @RSON) if x2f () an
y2 (@)

SO if x<f@) or
y<fe)

Li(xpa)=

Since forany 0<x,y <1,
(%, ¥) ¢, (x,3) . Then
LSO S6(f(x), f(v)
Simee f is an order isomorphism
S GG L0 < 77 (), £()

It means that T,(x,y,&) is a t-norm with
threshold & =(/"'(a,), f'(a,)).

Corollary 5.3.
If
.. |min(x,¥) if x2a@, and yza,
Hx e )= ; :
L(x,y) if x<a or y<a

then T, (x, y,& ) is a t-norm with threshold & of
type 1.
Indeed, if f,(x,y)=min(x. y), then

S (min( f(x). £())) = min(x, )

Corollary 5.4. If T(x,y,«) ia a Larsen's type t-
norm with threshold, then T, (x,y,a)is alsc a
Larsen's type t-norm with threshold & if and
only if f(x.y)= f(x)- f(y) forall x= f(a,),

yz [ (a)
Indeed, for each order isomorphism

fx-y)=f(x)- f(y)

is equivalence to £~ (f(x)- f(3) =x-y
This case is hold, for example for f(x)=x" for
r>0.

Now we generalize theorem 5.2 to Archimedean
t-norms.

Definition 5.5. Let ¢ be a t-norm such that ¢ is
continuous in each variable. ¢ is called to be an
Anchimedean if #(x,x) < x forall x e (0.1).

Let 0<a<l and let f be an order
isomorphism from [0,1] to [a,1]. This means that
/ is one-to-one and onto and x < y if and onl ¥y

if f(x)< f(y).

Denote z;vz; = max(z) z3), for 2, z2 € R,
Theorem 5.6 . Let ¢ be an Archimedean t-norm.,
The function 7, is defined by

T, (%)= (S S v a)

T, is an Archimedean t-norm.

See [2, p.87, 88]

Let 1(x,y),4(x,y) be t-norms such that
Lix,y)<t(x,y) forall 0<x, y<1.

Let f bean order isomorphism £ :[0,1] - [a,1].

Theorem 5.7. We define

& fONva if  flx)2a
and f(y)za,

U@ va if  f(x)<a
or f(y)<a,

If 1,, t, are Archimedean then 7} is a t-norm with
threshold

a =(f"(e v f(0), f (e v f(0).
Proof.
Since theorem 5.6 the function on [0,1] x [0,1]

&) va), (). () va)
, are Archimedean t-norms.
Using the order isomorphism £, we have

LFELOD L@, f()  for  all
O=x.y=l

T (1, (f(x), f(¥)va)s< f_T(fl (f(x), f(¥)va)

Moreover,
If = 2_{“1(&, v (0)
fz)2 e, v0)=avf0)=a va

To(x,y) =




Inverse f(z,) 2 @,, and it is obvious flz)za
Itimplies f(z,)2 z, v a then

[ UEN2 e va) .

It means that z, 2 /'(a, va)

Analogously 2z, 2 f'(a, v f(0)) and it is
equivalent to f(z,) 2 a, .

Definition 5.8, The t-norm with threshold is
defined by

e hix,y) if xza, and y2 a,
Lx,y) if x<a or y<a,
T'(x, y,a)is called Archimedean if

f,(x, ¥}, t,(x,y) are Archimedean t-norm.

Corollary 5.9. If ¢,,1, are Archimedean t-norm,
the function T (x,y) defined in Theorem 5.7 is
an Archimedean t-norm.

Corollary 5.10. Let T'(x,y,@) be a t-norm with
threshold of type 1. Let f :[ﬂ,l]—b[a,l] be an
order isomorphism. If a <min(e,,a,) then 7,
given in Theorem 5.7. is a t-norm with threshold
of type 1 with threshold & = (f (), /' (a,)).

Corollary 5.11. Let T(x,v,a) be a Larsen's t-
norm with threshold «. Let f :{ﬂ,I]—} [a,I] be
an order isomorphism. If &< min(a,,a,) then
T, given in Theorem 5.7. is a Larsen's t-norm
with threshold @ =(f"'(a,).f '(a,)) if and
fxey)=f(x)-f(») for all

X2 yaas.

only if

Corollary 5.12. Let T(x,y,a) be a t-norm with
threshold . Let f:[0,1]— [a.1] be an order
isomorphism. If a = max ( apo) then T
defined in the Theorem 5.7 has the form

Trxy) = [ (f(x). f()va),

Let [ = Aw(l), tp=x.y, t=max{x+y-1,0}. We
consider the following t-norms with threshold of
first type:

min(x,y) if x2e andyza,
xy if x<ejory<a,

min(x, y) frxza andyza,

max{x+y—L0} if x<a,ory<a,

L {x,y,af):‘{

fl', f.‘h_}",ﬂ'}:{

Theorem 5.13. Let T(x,y,&) be a t-norm with
threshold of first type. If fy(xy).is a strict t-

norm, then there is an isomorphism £ e Aut(l)
such that

T(x,y,@)= Lo (X, v, )
={f" (min(f (x), £ (3)
@), f()

if x2a andy = a,
if x<ayory<a,

If ta(x,y) is a nilpotent t-norn then there is an
isomorphism f & Aut(l) such that
T(x,y,a)=t,(x,y,a)=

{ [ min(f(x), /() if x2aandy>a,
fHmax(f(x) + £(y)-1,0)) if x<a ory<a,

6. Fuzzy implication with threshold

Definition 6.1. A fuzzy implication 1 is a
function It [0,1] x [0,1]> [0,1] satisfying
condition Iy 1(0,0) =1, 1{(0,1)=1, 1(1.0)=0.
I(1,1)=1.
([2].p-144)

For fuzzy implication one can consider following
conditions:

I 1{0,y) =1 forall y

L. I(x,1) =1 forall x

L. If Xy £ x2 then I{xy,y) = I{ x3,y) forall y
[ If 1< y2 thenI(x,y1) < I{x,y2) forall x.
(see [31.0.86).

These properties are required in different papres
and they could be important also in some
applications.

Let B be athreshold,ie. B = (B, Ba),

0<Py, B< 1.
Let S be a t-conorm with threshold and let n be a

negation.

Definition 6.2.An S-implication is a function ls:
[0,1] x [0,1] — [0,1] of the form
Is (xy, B) =8(n(x)y. f.




Proposition 6.3. An S-implication I is a fuzzy
implication. Moreover, Is satisfies conditions
IIJE_* 133 Ll :

Definition 6.4. Let T be a t-norm with threshold
@. An T-implication is a function
Ir: [0,1] x [0,1] = [0,1] of the form

Ir(ey, @ = sup {u: T(xy, a)< ).

Proposition 6.5. An I-implication Iy is a fuzzy
implication. Moreover, I satisfies conditions
Lo, Ty, 1y

A generalization of these implications is the
following.

Let Ii(x,y) , la(x,y) be implications such that
hy) = Lixy) forall xy .

Definition 6.6. An implication with threshold
I( x,y, B) is defined by

=4 Lfxy) i (- )sx andy<p;
.-'(x.JP-;BJ = { f;fr-rn.'.l"—} UF' r< “‘, ﬂf } or ﬂ:{ ¥

Theorem 6.7.

An implication with threshold I{ x.y, B)isa
fuzzy implication. Moreover, if 1;(x,y) . Ix(x,y)
satisfy conditions I1.lo, I, Iy, then I( x.v. B)
also satisfies these conditions.

S-implication Is and I-implication I+ are
implications with threshold, satisfying conditions
74 G €38 FoRs
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